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Abstract. We study topological properties of moduli spaces of p-adic shtukas and local Shimura
varieties. On one hand, we construct and study the specialization map for moduli spaces of p-
adic shtukas at parahoric level whose target is an affine Deligne–Lusztig variety. On the other
hand, given a p-adic shtuka datum (G, b, µ), with G unramified over Qp and such that (b, µ) is
HN-irreducible, we determine the set of geometric connected components of infinite level moduli
spaces of p-adic shtukas. In other words, we understand π0(ShtG,b,µ,∞ × SpdCp) with its right
G(Qp) × Gb(Qp) × WE-action. As a corollary, we prove new cases of a conjecture of Rapoport
and Viehmann.

Sur les composantes connexes géométriques des espace de modules de chtoucas
p-adiques et variétés de Shimura locales.

Nous étudions les propriétés topologiques des espaces de modules de shtukas p-adiques et des variétés
de Shimura locales. D’une part, nous construisons et étudions l’application de spécialisation pour les
espaces de modules de shtukas p-adiques au niveau parahorique dont la but du morphisme est une variété
affine de Deligne–Lusztig. D’autre part, étant donné une donnée de chtouca p-adique (G, b, µ), avec G

non ramifié sur Qp et tel que (b, µ) soit HN-irréductible, nous déterminons l’ensemble des composantes
connexes géométriques des espaces de modules de niveau infini de shtukas p-adiques. En d’autres termes,
nous comprenons π0(ShtG,b,µ,∞ × SpdCp) avec son action de G(Qp) × Gb(Qp) × WE à droite. Comme
corollaire, nous prouvons de nouveaux cas d’une conjecture de Rapoport et Viehmann.
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Introduction. In [RV14], Rapoport and Viehmann propose that there should be a theory of p-
adic local Shimura varieties. They conjecture the existence of towers of rigid-analytic spaces whose
cohomology groups “understand” the local Langlands correspondence for general p-adic reductive
groups. In this way, these towers of rigid-analytic varieties would “interact” with the local Langlands
correspondence in a manner similar to how Shimura varieties “interact” with the global Langlands
correspondence. Moreover, they conjecture many properties and compatibilities that these towers
should satisfy (see [RV14, § 5]).

In the last decade, the theory of local Shimura varieties has gone through a drastic transfor-
mation with Scholze’s introduction of perfectoid spaces and the theory of diamonds [Sch17]. In
[SW20], Scholze and Weinstein construct the sought-after towers of rigid-analytic spaces and gen-
eralize them to what are now known as moduli spaces of p-adic shtukas (or mixed characteristic
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2 I. GLEASON

local shtukas) [SW20, §23.1]. Moreover, since then, many of the expected properties and compat-
ibilities for local Shimura varieties have been verified and generalized to moduli spaces of p-adic
shtukas. The study of the geometry and cohomology of local Shimura varieties and moduli spaces
of p-adic shtukas is still a very active area of research due to its connection to the local Langlands
correspondence. One of the main aims of this article is to study the set of geometric connected
components of moduli spaces of p-adic shtukas Definition 3.3

π0(Sht
geo
G,b,µ,∞)

attached to a p-adic shtuka datum (G, b, µ) (as in Section 3.1.4), and to describe the right action
of the group G(Qp) × Gb(Qp) × WE on π0(Sht

geo
G,b,µ,∞). This set controls the first cohomology

group of moduli spaces of p-adic shtukas. The upshot is that connected components of moduli
spaces of p-adic shtukas are completely described by local class field theory (see Theorem 3.19 for
a precise statement). As a consequence of our results, we settle [RV14, Conjecture 4.30] in the case
of unramified groups (see § Theorem 3.19).

Let us recall the formalism of local Shimura varieties and moduli spaces of p-adic shtukas. Let
Cp ⊇ Qp denote a completed algebraic closure of Qp and let Q̆p ⊆ Cp denote the completion of
the maximal unramified extension of Qp in Cp. A local p-adic shtuka datum over Qp is a triple
(G, b, µ) where G is a reductive group over Qp, µ is a conjugacy class of geometric cocharacters
µ : Gm → GQ̄p

, and b is an element of Kottwitz’ set B(G,µ) [Kot97, § 6]. Whenever µ is minuscule,
we say that (G, b, µ) is a local Shimura datum (see [RV14, Definition 5.1]). We let E/Qp denote
the reflex field of µ and we let Ĕ = E · Q̆p be the compositum inside Cp. Associated to (G, b, µ),
there is a tower of diamonds over Spd Ĕ, denoted (ShtG,b,µ,K)K , where K ⊆ G(Qp) ranges over
compact open subgroups of G(Qp) [SW20, § 23.3]. Moreover, whenever µ is minuscule, ShtG,b,µ,K
is represented by the diamond associated to a unique smooth rigid-analytic space MK over Ĕ. The
tower (MK)K is the local Shimura variety [SW20, Definition 24.1.3].

Associated to b ∈ B(G,µ) there is a reductive group Gb over Qp1 §3.1.3. After base change
to a completed algebraic closure, each individual space ShtgeoG,b,µ,K := ShtG,b,µ,K × SpdCp comes
equipped with continuous and commuting right actions by Gb(Qp) and the Weil group WE . More-
over, the tower receives a right action by the group G(Qp) by using correspondences. When we take
the limit as K ⊆ G(Qp) shrinks we obtain the space at infinite level, which we denote ShtgeoG,b,µ,∞.
Overall, this space comes equipped with a right action by the group G(Qp)×Gb(Qp)×WE §3.1.5.

The group G(Qp) × Gb(Qp) × WE acts continuously on π0(Sht
geo
G,b,µ,∞) and one of our main

theorems (Theorem 3.19) describes explicitly this action under two technical assumptions on the
triple (G, b, µ). The first assumption is that G is an unramified reductive group i.e. G is a quasi-
split connected reductive group over Qp whose base change to some unramified extension Qps
becomes split (e.g. all split groups are unramified). The second assumption is that the pair (b, µ)
is HN-irreducible (Hodge–Newton irreducible). For G = GLn this condition asks in rough terms
that the Hodge polygon determined by µ and the Newton polygon determined by b do not meet at
a “breaking point” (see Definition 3.7 for the precise definition). For unramified groups, our result
is optimal in a sense which we discuss later in this introduction (see also Remark 3.21). It is also
likely that the condition that G is unramified can be removed (see Remark 3.22).

Before stating the main theorem of §3 we set some notation. Let (G, b, µ) be local p-adic shtuka
datum with G an unramified reductive group over Qp. Let Gder denote the derived subgroup of
G, Gsc denote the simply connected cover of Gder, consider the image of Gsc(Qp) in G(Qp) and
let G(Qp)◦ = G(Qp)/ Im(Gsc(Qp)). The group G(Qp)◦ is a locally profinite topological group and
it is the maximal abelian quotient of G(Qp) when this latter is considered as an abstract group
Remark 3.18. Let ArtE : WE → E× be the reciprocity character from local class field theory. In
§3.3.2 we associate to µ and to b continuous maps of topological groups NmE,◦

µ : E× → G(Qp)◦
and det◦b : Gb(Qp)→ G(Qp)◦ respectively.

Theorem 1 (Theorem 3.19). Let (G, b, µ) be a p-adic shtuka datum such that G is an unramified
reductive group over Qp and such that the pair (b, µ) is HN-irreducible. Let E denote the reflex
field of µ. Then the following hold.

(1) The right G(Qp)-action on π0(Sht
geo
G,b,µ,∞) is trivial on Im(Gsc(Qp)) and the corresponding

G◦-action is simply-transitive.
(2) If s ∈ π0(ShtgeoG,b,µ,∞) and j ∈ Gb(Qp) then

s ⋆Gb
j = s ⋆G(Qp)◦ det◦b(j

−1).

1In the literature, the group that we denote Gb is often denoted by Jb.
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(3) If s ∈ π0(ShtgeoG,b,µ,∞) and γ ∈WE then

s ⋆WE
γ = s ⋆G(Qp)◦ [NmE,◦

µ ◦ArtE(γ)].

Remark 1. In the particular case in which Gder = Gsc the above theorem is established by con-
structing an equivariant isomorphism

π0(Sht
geo
G,b,µ,∞) ≃ π0(ShtgeoGab,bab,µab,∞)

where (Gab, bab, µab) is the p-adic shtuka datum attached to the maximal abelian quotient of G.
This case settles [RV14, Conjecture 4.30] of Rapoport and Viehmann in the case in which the
group is unramified (see Corollary 3.13).

Remark 2. Since moduli spaces of p-adic shtukas (as with most moduli spaces) do not have an
explicit presentation, saying concrete things about their geometry is usually hard. This is to be
expected since the reason we study moduli spaces of p-adic shtukas is to get a better understanding
of the local Langlands correspondence, which is itself a very deep statement. Although we do not
discuss explicit applications of our theorem in this article, we believe that our result is not only
hard but also powerful. To convince the reader about this, we recall that the study of connected
components of affine Deligne–Lusztig varieties [CKV15] was one of the key ingredient in Kisin’s
work on integral models of Shimura varieties [Kis17]. As we clarify in §2, the geometry of moduli
spaces of p-adic shtukas is intimately related to the geometry of affine Deligne–Lusztig varieties.
This relation and the methods developed in this article are exploited in our collaboration with Lim
and Xu [GLX23] to give a completely new method of computing the connected components of affine
Deligne–Lusztig varieties leading to very strong results.

Remark 3. The above theorem is optimal for unramified groups in the following sense. One can
prove that the action of G(Qp) on π0(Sht

geo
G,b,µ,∞) only factors through G(Qp)◦ when (b, µ) is HN-

irreducible. Moreover, we expect that combining the methods of [GI16] and [Han21] with the methods
in the present article one can express the general formula for the G(Qp) × Gb(Qp) ×WE-action
on π0(Sht

geo
G,b,µ,∞) in terms of a parabolic induction of π0(Sht

geo
M,bM ,µM ,∞) for HN-irreducible data

(M, bM , µM ) associated to Levi subgroups M ⊆ G appearing in the Hodge-Newton decomposition
of (b, µ).

Let us comment on previous results in the literature. Before a full theory of local Shimura
varieties was available, the main examples of local Shimura varieties one could work with were
the ones obtained as the rigid-generic fiber of a Rapoport–Zink space [RZ96] (i.e. a moduli space
of p-divisible groups with additional structure). The most celebrated examples of Rapoport–Zink
spaces are the Lubin–Tate tower and the tower of covers of Drinfeld’s upper half space. In [dJ95b]
de Jong, as an application of his theory of fundamental groups, computes the connected compo-
nents of the Lubin–Tate tower for GLn(Qp). In [Str08], Strauch computes by a different method
the connected components of the Lubin–Tate tower for GLn(F ) and an arbitrary finite extension F
of Qp (including ramification). In [Che13], Chen constructs 0-dimensional local Shimura varieties
and studies their geometry, these are the first examples of local Shimura varieties that do not
come from a Rapoport–Zink space. In [Che14], Chen describes the connected components of the
local Shimura varieties that arise from Rapoport–Zink spaces of EL and PEL type associated to
more general unramified reductive groups. Our result goes beyond the previous ones in that the
only condition imposed on G is that it is unramified. In this way, our result is the first to cover
very general families of local Shimura varieties that can not be constructed from a Rapoport–Zink
space. In particular, our result is new for local Shimura varieties associated to reductive groups of
exceptional types.

The central strategy of Chen builds on and heavily generalizes the central strategy used by de
Jong. Two key inputs for our strategy which come from Chen’s work are the use of her “generic”
crystalline representations [Che14, §4, 5] and her collaboration with Kisin and Viehmann on com-
puting the connected components of affine Deligne–Lusztig varieties [CKV15]. The present article
takes these two inputs as given.

We build on the central strategy employed by de Jong and Chen, but the versatility of Scholze’s
theory of diamonds [Sch17] and the functorial construction of local Shimura varieties allow us to
make big simplifications and streamline the proof. Since our arguments take place in Scholze’s cat-
egory of diamonds rather than the category of rigid-analytic spaces, our argument works even for
moduli spaces of p-adic shtukas that are not local Shimura varieties. In these (non-representable)
cases, the result is new even for G = GLn.
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The cost of working within the framework of diamonds is that many “classical” constructions
cannot be applied directly. For example, if one wished to follow the strategy of de Jong and Chen
naively one would have to develop de novo the theory of de Jong fundamental groups in the context
of locally spatial diamonds. One observation is that the fundamental groups employed by Chen and
de Jong are not really necessary. Instead we consider stabilizer subgroups of the action of G(Qp)
on π0(Sht

geo
G,b,µ,∞) and related spaces. Morally, these stabilizers subgroups would correspond to

the image of the monodromy map from the fundamental group to G(Qp). More seriously, Chen
heavily relies on the fact that the local Shimura varieties studied in [Che14] are obtained as the
rigid-generic fiber of a smooth formal scheme. This fact that Chen relies on easily implies, by
[dJ95a, Theorem 7.4.1], that the connected components of the rigid-generic fiber are in bijection to
the connected components of the special fiber of the formal scheme in question. Since our moduli
spaces no longer admit formal schemes as integral models, we tackle this point with a different
strategy. Our new main contribution to the strategy is to use specialization maps in the context
of diamonds and v-sheaves. To use these specialization maps in a rigorous way, we developed a
formalism whose details were worked out in the separate paper [Gle24].

Let us sketch the central strategy to prove Theorem 1. Once one knows that π0(Sht
geo
G,b,µ,∞) is

a right G(Qp)◦-torsor, computing the actions by WE and Gb(Qp) in terms of the G(Qp)◦-action
can be reduced to the case of a torus. Indeed, this follows from functoriality of the rule

(G, b, µ) 7→ π0(Sht
geo
G,b,µ,∞),

z-extension techniques and the determinant map from det : G → Gab from G to its maximal
abelian quotient Gab. To do this one can use down-to-earth diagram chases (see §3.3.2 and §3.2.3).
Moreover, the case in which G is a torus can be further reduced to Lubin–Tate theory as is done
in [Che13] (see also Proposition 3.14 and Proposition 3.15).

Let us sketch how to prove that π0(Sht
geo
G,b,µ,∞) is a right G(Qp)◦-torsor in the simplest case.

For this, let G be semisimple and simply connected. Our theorem then says that ShtgeoG,b,µ,∞ is
connected. Fix x ∈ π0(ShtgeoG,b,µ,∞), we show that G(Qp) acts transitively on π0(Sht

geo
G,b,µ,∞) and

that the stabilizer Gx ⊆ G(Qp) is the whole group. Transitivity is proven in Lemma 3.11 and
follows closely the ideas of Chen. For the latter part let K ⊆ G(Qp) be a hyperspecial subgroup
of G. We claim that it is enough to prove two things: first that Gx is open and second that
G(Qp) = K · Gx. Indeed, K surjects onto G(Qp)/Gx so that this space is discrete and compact,
therefore finite. By a theorem of Margulis [Mar91, Chapter II, Theorem 5.1], since we assumed G
to be simply connected, the only open subgroup of finite index is the whole group, so Gx = G(Qp).
To prove Gx is open we use the results of [Che14] on “generic” crystalline representations, this
is one of the crucial points where the HN-irreducibility of (b, µ) enters the picture. To prove the
second input, i.e. that G(Qp) = K · Gx, one is reduced to proving that ShtgeoG,b,µ,K , the K-level
moduli space of p-adic shtukas, is connected. This is where our theory of specialization maps gets
used and where our strategy substantially deviates from the work of Chen. Addressing this point
is also the heart of the paper. This leads to discuss the main theorem of §2.

Let us fix some notation. We fix again G a reductive group over Qp (no longer assumed to be
unramified). We fix (G, b, µ) a p-adic shtuka datum (no longer assumed to be HN-irreducible).
We fix a parahoric model G of G defined over Zp and let K = G(Zp), this is a compact open
subgroup of G(Qp). Let OĔ ⊆ Ĕ denote the ring of integers. In this circumstance, Scholze and
Weinstein construct a v-sheaf Sht≤µG,OĔ

(b) defined over Spd(OĔ) whose generic fiber is ShtG,b,µ,K
(see Definition 2.45, Definition 2.51 and [SW20, §25]). Attached to the tuple (G, b, µ,G) we also
have an affine Deligne–Lusztig variety (see Definition 2.56 or [He18] for a survey article) that we
denote X≤µ

G (b). We have the following result.

Theorem 2 (Theorem 2.77). For every nonarchimedean field extension F of Ĕ contained in Cp
the following hold.

(1) There is a natural continuous specialization map

sp : |ShtG,b,µ,K × SpdF | → |X≤µ
G (b)|.

This map is specializing and a spectral map of locally spectral topological spaces. It is a
quotient map and Gb(Qp)-equivariant.

(2) The specialization map induces a bijection on connected components

sp : π0(ShtG,b,µ,K × SpdF )→ π0(X
≤µ
G (b)).
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In particular, we have a bijection of connected components

sp : π0(Sht
geo
G,b,µ,K)→ π0(X

≤µ
G (b)).

Using Theorem 2 above and known results in the study of connected components of affine
Deligne–Lusztig varieties [CKV15], [Nie18] [HZ20] one can finish the proof of Theorem 1. Indeed,
if G unramified and (b, µ) is HN-irreducible π0(X

≤µ
G (b)) is identified with certain subset of Borovoi’s

[Bor89] fundamental group π1(G) [CKV15, Theorem 1.1], [HZ20, Theorem 8.1], [Nie18, Theorem
1.1]. If we go back to the assumptions of Theorem 1 and assume further that G is semi-simple and
simply connected, we get that π1(G) = {e}, which finishes the (sketch of) the proof of Theorem 1
in this particular case. The proof of the general case is not very different, but it requires more
patience.

Remark 4. The first proof of Theorem 2 appeared in one of the early versions of [Gle24] in the
case in which G is a hyperspecial group. For editorial reasons, this theorem was removed from
[Gle24] and became part of the present article. Although, the most immediate interest in proving
Theorem 2 was its consequence to Theorem 1 for which the hyperspecial case sufficed, we pursued
the greater generality in this article in anticipation to our collaboration with Lim and Xu [GLX23]
where our Theorem 2 plays a crucial role.

The proof of Theorem 2 uses the following ingredients.
(1) The machinery from integral p-adic Hodge theory as discussed in [SW20] (see §2.1).
(2) The formalism of kimberlites as developed in [Gle24] (see §2.2).
(3) The main results in our collaborations [AGLR22] and [GL24] (see §2.3).

The construction and abstract properties of the specialization map (continuous, specializing and
spectral) is an application of the theory of kimberlites developed in [Gle24]. In very rough terms,
the theory of kimberlites addresses the question: what does it mean to be a formal scheme within
Scholze’s formalism of diamonds and v-sheaves? The theory of kimberlites selects axioms on a
v-sheaf which approximate the behavior of the v-sheaves that are obtained from applying the ♢-
functor to a formal scheme (see § 2.2). In our case, we prove that the integral model Sht≤µG,OĔ

(b)

proposed by Scholze and Weinstein is a smelted kimberlite Definition 2.37, Theorem 2.76. At
heart, the main reason that Sht≤µG,OĔ

(b) “behaves” like a formal scheme lies on the work of Kedlaya
[Ked20] and Anschütz’ work [Ans22, Theorem 1.1] on extending vector bundles and G-torsors over
the punctured spectrum of Ainf (see Theorem 2.10 for the version of Anschütz’ result that we use).
This already produces a specialization map

sp : |ShtG,b,µ,K | → |(Sht≤µG,OĔ
(b))red|.

Here, (Sht≤µG,OĔ
(b))red is the “reduced special fiber” or the image of the reduction functor (see 2.4). In

general, the reduced special fiber of a v-sheaf can be quite abstract and does not necessarily admit
the structure of a scheme. Nevertheless, we construct an identification X≤µ

G (b) ≃ (Sht≤µG,OĔ
(b))red

(see Proposition 2.61). The main insight is as follows. Recall that in rough terms Sht≤µG,OĔ
(b)

parametrizes triples (T ,Φ, ρ) where (T ,Φ) is a shtuka with G-structure and ρ : T → Gb is φ-
equivariant trivialization over Y[r,∞] for large enough r (see Definition 2.45 for details). The
observation is that (Sht≤µG,OĔ

(b))red is the locus in which ρ is defined over Y(0,∞] and meromorphic
along the locus {|p| = 0} [SW20, Definition 5.3.5]. Once this is established, constructing the
isomorphism X≤µ

G (b) ≃ (Sht≤µG,OĔ
(b))red becomes formal. This gives a specialization map

sp : |ShtG,b,µ,K | → |X≤µ
G (b)|.

A boon of having specialization maps is that one can construct “formal neighborhoods” at closed
points. These are the v-sheaf theoretic analogues of formal completions (Definition 2.34). Roughly,
one can think of these formal neighborhoods as the subsheaves of Sht≤µG,OĔ

(b) whose points map

to a given fixed point x ∈ |X≤µ
G (b)| under the specialization map. To prove surjectivity of the

specialization map and relate the connected components of the generic fiber with the connected
components of the reduced special fiber, we analyze these formal neighborhoods at closed points.
Indeed, to prove surjectivity one shows that the generic fibers of the formal neighborhoods are all
non-empty. To show that sp induces bijections of connected components one shows that the generic
fibers of the formal neighborhoods are geometrically connected. The main input to achieve this
is the construction of a correspondence that relate formal neighborhoods of Sht≤µG,OĔ

(b) to formal
neighborhoods of a simpler space. We clarify this below.
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Before stating our last main theorem we setup some terminology and formulate a conjectural
statement that is philosophically aligned with Grothendieck–Messing theory. Let GrG denote the
Beilinson–Drinfeld Grassmannian over SpdZp Definition 2.39 [SW20, §21.2]. The generic geometric
fibers of the map GrG → SpdZp are isomorphic to Scholze’s affine BdR-Grassmannian [SW20,
§19.1], and its reduced special fiber GrredG is the Witt vector affine flag variety [Zhu17], [BS17]. Let

M≤µ
G,OE

⊆ GrG,OE

denote the local model studied in [AGLR22] (see Definition 2.42) and let AG,µ = (M≤µ
G,OE

)red

denote its reduced special fiber. By [AGLR22, Theorem 6.16], the space AG,µ ⊆ GrredG,OE
is the

µ-admissible locus in the Witt vector affine flag variety [KR00], [AGLR22, Definition 3.11]. We
let F ⊇ Ĕ be a nonarchimedean field extension with ring of integers OF and algebraically closed
residue field kF .

Conjecture 1. For every closed point x ∈ |(X≤µ
G (b))kF | there exist a pair (y,Θ) where y is a

closed point y ∈ |(AG,µ)kF | and

Θ : ̂Sht≤µG,OF
(b)

/x
→ M̂≤µ

G,OF /y

is an isomorphism of v-sheaves. Here ̂Sht≤µG,OF
(b)

/x
and M̂≤µ

G,OF /y
denote the formal neighborhoods

as in Definition 2.34.

The weaker version that we can prove is as follows (see Theorem 2.69).

Theorem 3 (Theorem 2.69). Let the notation be as in Conjecture 1, there is v-sheaf in groups

L̂+
WG (Definition 2.68) over Spd kF that is connected and satisfies the following. For every closed

point x ∈ |(X≤µ
G (b))kF | there exists a closed point y ∈ |(AG,µ)kF | and a correspondence

X

̂Sht≤µG,OF
(b)

/x
M̂≤µ

G,OF /y

f
g

where f and g are both L̂+
WG-bundles. In particular, since M̂≤µ

G,OF /y
is non-empty and connected

for every closed point y ∈ |(AG,µ)kF | it follows that ̂Sht≤µG,OF
(b)

/x
is also non-empty and connected

for all x ∈ |(X≤µ
G (b))kF |.

Remark 5. As with Theorem 2, the first version of Theorem 3 appeared in [Gle24] in the case in
which G is hyperspecial. For editorial reasons this theorem was removed from [Gle24] and became
part of the present article. The proof of Theorem 3 in the generality pursued here relies on the
main theorem of our collaboration with Lourenço [GL24]. We thank him heartily for sharing his
ideas with us on that project.

Remark 6. A previous version of the material surrounding Theorem 3 contained a flawed proof
of Conjecture 1 which used to be a stepping stone to prove Theorem 2. The flaw was found and
communicated to us by Pappas and Rapoport while they were working on [PR24]. Soon after,
we found a different argument to show Theorem 2 by exploiting the correspondence described in
Theorem 3 and avoiding the use of the difficult Conjecture 1. The correspondence described in
Theorem 3 has been clarified and used to great success by Pappas and Rapoport in their works
[PR24] and [PR22].

Remark 7. During the revision process of this article there has been a lot of progress in proving
Conjecture 2.65 whenever µ is minuscule. Notably, [PR22] for the local abelian type case, [Bar22],
[Ito23] for the hyperspecial case and [Tak24] for the unramified group case. Although we do not
have evidence for this conjecture outside the minuscule case, we still expect this to be true.

Remark 8. There are plenty of cases in which µ is minuscule and Sht≤µG,OF
(b) is known to be

representable by a formal scheme [PR22]. On those cases our Theorem 3 can be used to show that
the formal scheme representing Sht≤µG,OF

(b) is normal.

The goal of §2 is to prove Theorem 2 and Theorem 3, and it is the heart of the paper. In §2.1 we
collect the facts from integral p-adic Hodge theory required to define and study the specialization
map for moduli spaces of p-adic shtukas. In §2.2 we explain the theory of kimberlites by highlighting
the main constructions and concepts introduced in [Gle24]. In §2.3 we summarize the results of our
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collaborations [AGLR22] and [GL24] that we use in the present article. In §2.4 we start the study
of specialization maps for moduli spaces of p-adic shtukas. Here we construct the specialization
map and the identification of reduced special fibers with the affine Deligne–Lusztig varieties. In
§2.5 we finish proving Theorem 2 and Theorem 3.

The goal of §3 is to prove Theorem 1. We start §3.1 by discussing the conjecture of Rapoport and
Viehmann on the structure of π0(Sht

geo
G,b,µ,∞). We also recall the definition of the space ShtgeoG,b,µ,∞

together with its three actions and the formalism of degree 1 divisors of Fargues–Scholze [FS21]
which replaces the formalism of Weil descent datum. In §3.2 we prove Theorem 1 in the case in
which Gder is simply connected. In §3.3 we prove Theorem 1 in full generality by reducing it to
the case in which Gder is simply connected.
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1. Notation.

Let p ∈ Z be a prime number. Given R a perfect ring in characteristic p, we let Fr : R→ R be
given by Fr(r) = rp. We let Frob : SpecR → SpecR denote Spec (Fr). We let W(R) denote the
ring of p-typical Witt vectors. We let ϕ : W(R)[ 1p ] → W(R)[ 1p ] be the canonical lift of Fr. We let
φ = Spec (ϕ).

We let Perfd, Perf and Perf F̄p
denote the category of perfectoid spaces over Zp, Fp and F̄p

respectively [Sch17, Definition 3.19]. We endow Perf with the v-topology [Sch17, Definition 8.1].
We denote by PSch the category of perfect schemes in characteristic p endowed with the scheme-
theoretic v-topology [BS17, Definition 2.1]. Unless we say otherwise, the geometric objects we
consider are all either perfect schemes in characteristic p or small v-stacks [Sch17, Definition 12.1,
12.4]. We denote by P̃erf the category of small v-stacks [Sch17, Definition 12.4] and by P̃Sch the
category of small scheme-theoretic v-stacks.

If S ∈ Perf, by an untilt of S we mean a pair (S♯, i) where S♯ ∈ Perfd and i : (S♯)♭ ≃ S is an
isomorphism [Sch17, Definition 3.9, Corollary 3.20]. If the context is clear, we simply write S♯ for
an untilt of S. Our convention will be to denote an untilt by a pair (S♯, ι) when we are giving
a definition or when we need explicitly information about ι. Otherwise we will drop ι from the
notation, typically while formulating statements and proving them. If S = Spa(R,R+) and S♯ is
an untilt of S we let R♯ = Γ(S♯,OS♯), and we still refer to R♯ as an untilt of R.

Recall the following definition introduced in [SW20, § 18.1].

Definition 1.1. If (A,A+) is a complete Huber pair over Zp (respectively an adic space over Zp)
we denote by

Spd(A,A+) : Perfop → Sets (respectively X♢ : Perfop → Sets)
the functor with formula

Spd(A,A+)(S) = {((S♯, ι), f)}/ ≃ (respectively X♢(S) = {((S♯, ι), f)}/ ≃ )

where (S♯, ι) is an untilt of S and f : S♯ → Spa(A,A+) (respectively f : S♯ → X) is a map of adic
spaces.

Whenever (A,A+) is Huber pair such that A+ = A◦ we let SpaA = Spa(A,A+) and SpdA =
Spd(A,A+). For any perfectoid Huber pair (R,R+) we let R+

red := R+/R◦◦. For any perfectoid
Huber pair in characteristic p we let

Frob : Spa(R,R+)→ Spa(R,R+)
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be given as Frob = Spa(Fr). This formally extends to all small v-sheaves. Explicitly for X =
Spd(A,A+),

FrobX : X → X

has formula
FrobX [((S♯, i), f)] = ((S♯,Frob−1

S ◦i), f).
If X is a small v-sheaf [Sch17, Definition 12.1] (respectively a scheme) we let |X| denote its
associated topological space as in [Sch17, Proposition 12.7] (respectively its underlying topological
space). If T is a topological space, we denote by T : Perfop → Sets the functor with formula

T (S) = {f : |S| → T | f is continuous}.
Given an object X and a group object G together with a left (respectively right) action of G on
X, we use

g ⋆G x (resp. x ⋆G g)
to denote the action. If the context is clear, we drop G from the notation and simply write ⋆.

Throughout the text we fix an algebraic closure Q̄p of Qp, and we let Cp denote its p-adic
completion. We let F̄p denote the residue field of Cp which is an algebraic closure of Fp. Let
Q̆p := W(F̄p)[ 1p ], we regard Q̆p as a subfield of Cp after fixing an embedding. We let ΓQp be the
Galois group of Qp, we regard it as a topological group. Moreover, we identify it with the group
of continuous automorphisms of Cp. We let WQp

⊆ ΓQp
be the Weil group, which we regard as the

subgroup of continuous automorphisms of Cp that act on Q̆p by ϕs for some s.
The group WQp has its standard left action on Cp which induces a right action on SpdCp with

formula
SpdCp ×WQp

→ SpdCp
((S♯, i), f) ⋆std w 7→ ((S♯, i),Spa(w) ◦ f).

For the rest of the article we let G denote a connected reductive group over SpecQp and we let
G denote a parahoric model of G defined over Zp, we refer the reader to [BT72], [BT84], [KP23]
for background on the theory of parahoric group schemes.

Throughout the text we will use the Tannakian formalism when dealing with G-torsors (and
G-torsors) [SR72], [Del90], [Bro13]. Namely, if H is an affine algebraic group over a ring R that
is either a field or a Dedekind domain we let RepH denote the ⊗-exact category of algebraic
representations of H on finite projective R-modules.

If T is a ⊗-exact category, we can form the groupoid of ⊗-exact functors from RepH to T . We
refer to the objects in this groupoid by the fixed phrase “objects in T with H-structure”. We will
use this mostly when T = VecX i.e. the category of vector bundles on a scheme or an analytic
adic space X as in [SW20, Appendix to Lecture 19]. We will also use this when T is a Tannakian
category [Del90, §2.8].

2. Specialization maps for moduli spaces of local sthukas.

2.1. Recollections on integral p-adic Hodge theory.

2.1.1. The geometry of Y. Recall [SW20, § 11.2] that one can associate to any S ∈ Perf an analytic
sous-perfectoid adic space [SW20, §6.3] over SpaZp denoted by “S×̇SpaZp” that represents the
diamond S × SpdZp. The formula for this space when S = Spa(R,R+) and ϖ ∈ R+ is a pseudo-
uniformizer is

“S×̇SpaZp” = Spa(W(R+)) \ {[ϖ] = 0}.
Since we will use some variants of these spaces parametrized by intervals in [0,∞] we will use the
following notation instead. Our notation agrees with the one used in [SW20, § 12.2].

Definition 2.1. Given a perfectoid Huber pair (R,R+) in characteristic p and a pseudo-uniformizer
ϖ ∈ R+, we let YR+

[0,∞) denote SpaW(R+) \ V ([ϖ]). Here [ϖ] denotes a Teichmüller lift of ϖ, and

W(R+) is given the (p, [ϖ])-adic topology. We let YR+

[0,∞] denote SpaW(R+) \ V (p, [ϖ]).

We review the geometry of YR+

[0,∞]. Fix a pseudo-uniformizer ϖ ∈ R+. One defines a continuous
map

κϖ : |YR
+

[0,∞]| → [0,∞]

such that κϖ(y) = r if and only if for all positive rational numbers with m
n ≤ r ≤

M
N the inequalities

|p|My ≤ |[ϖ]|Ny and |[ϖ]|ny ≤ |p|my
hold. We often leave the pseudo-uniformizer implicit and omit it from the notation. Given an
interval I ⊆ [0,∞] we denote by YR+

I the open subset corresponding to the interior of κ−1
ϖ (I). For
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intervals of the form [0, hd ] where h and d are positive integers the space YR+

[0,hd ]
is represented by

Spa (Rh,d, R
+
h,d) corresponding to the rational localization, {x ∈ SpaW(R+) | |ph|x ≤ |[ϖ]d|x ̸= 0}.

In this case, we can compute a ring of definition R0
h,d ⊆ Rh,d explicitly as the [ϖ]-adic completion

of W(R+)[ p
h

[ϖ]d
], then Rh,d is simply R0

h,d[
1

[ϖ] ]. A direct computation shows that Rh,d does not
depend on the choice of integral elements R+ ⊆ R. In particular, the exact category of vector
bundles over YR+

[0,∞) does not depend on the choice of R+ either [SW20, Theorem 5.2.8] [KL15,
Theorem 2.7.7, Remark 2.5.23].

Recall the “algebraic version” of YR+

[0,∞], which we denote YR
+

[0,∞] and define as Spec(W(R+)) \
V (p, [ϖ]). Since W(R+) ⊆ OYR+

[0,∞]

and since p and [ϖ], do not vanish simultaneously on YR+

[0,∞] we

get a map of locally ringed spaces f : YR+

[0,∞] → YR
+

[0,∞] ⊆ Spec(W(R+)).

Recall the following GAGA-type result of Kedlaya for vector bundles on YR
+

[0,∞].

Theorem 2.2. ([Ked20, Theorem 3.8]) Suppose (R,R+) is a perfectoid Huber pair in character-
istic p. The natural morphism of locally ringed spaces f : YR+

[0,∞] → YR
+

[0,∞] induces, via the pullback
functor

f∗ : Vec
YR+

[0,∞]

→ VecYR+

[0,∞]

a ⊗-exact equivalence of ⊗-exact categories.

Remark 2.3. Although the reference does not explicitly claim that this equivalence is exact, one
can simply follow the proof loc. cit. exchanging the word “equivalence” by “exact equivalence”
since every arrow involved in the proof is an exact functor.

Recall that G denotes a parahoric group scheme, in particular it is smooth over SpecZp. Recall
that RepG denotes the ⊗-exact category of algebraic representations on finite free Zp-modules.
One can define the category of G-torsors on a scheme X (respectively on a sous-perfectoid adic
space Y ) as the category of ⊗-exact functors with source category RepG and target category VecX
(respectively VecY ). By [SW20, Theorem 19.5.1, Theorem 19.5.2] and [Bro13], this definition
agrees with other more natural definitions of G-torsors that do not play a role in this article. With
this definition of G-torsors one can immediately generalize Theorem 2.2.

Corollary 2.4. Let the notation be as in Theorem 2.2, then pullback f∗ induces an equivalence
from the category of G-torsors over YR

+

[0,∞] to the category of G-torsors over YR+

[0,∞].

Recall that if X is an analytic adic space and Z ⊆ X is a closed Cartier divisor [SW20, Definition
5.3.2] one can define what it means for a global section of Γ(X \Z,OX\Z) to be meromorphic along
Z [SW20, Definition 5.3.5]. Given an untilt R♯ of R there is a canonical surjection W(R+)→ R♯+

whose kernel is generated by an element ξ ∈ W(R+) primitive of degree 1 [SW20, Lemma 6.2.8].
The element ξ defines a closed Cartier divisor over YR+

[0,∞] [SW20, Proposition 11.3.1] and also

defines a Cartier divisor on the scheme YR
+

[0,∞].
Let us fix some notation. Fix S = Spa (R,R+) with S ∈ Perf and S♯ = Spa(R♯, R♯,+) an untilt

of S. Let ξ be a generator for the kernel of the surjection W(R+)→ R♯,+. We let

(Vecξ ̸=0

YR+

[0,∞]

)mer (respectively (Vecξ ̸=0

Y R+

[0,∞]

))

denote the category whose objects are vector bundles over YR+

[0,∞] (respectively vector bundles over

Y R
+

[0,∞]) and morphisms are vector bundle maps over YR+

[0,∞]\S
♯ that are meromorphic along the ideal

S♯ (respectively vector bundle maps over Y R
+

[0,∞]\V (ξ)). One gets the following direct generalization
of Theorem 2.2.

Corollary 2.5. Let the notation be as above, and f as in Theorem 2.2, then pullback f∗ induces
an equivalence of categories

f∗ : (Vecξ ̸=0

Y R+

[0,∞]

)→ (Vecξ ̸=0

YR+

[0,∞]

)mer.

Remark 2.6. One can also formulate and show a version of Corollary 2.4 for G-torsors defined over
YR

+

[0,∞] with morphisms defined over YR
+

[0,∞] \V (ξ). Indeed, it suffices to pass to functor categories
Fun⊗ex(RepG ,−) with values on the two categories that appear in Corollary 2.5.

Kedlaya proves another important statement.
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Theorem 2.7. ([Ked20, Lemma 2.3, Theorem 2.7, Remark 3.11]) Let j : YR
+

[0,∞] → Spec(W(R+))
denote the natural open immersion, the following statements hold.

(1) The pullback functor j∗ : VecSpec(W(R+)) → Vec
YR+

[0,∞]

is fully-faithful.

(2) If R+ is a valuation ring then j∗ is an equivalence.
(3) For all vector bundles V ∈ Vec

YR+

[0,∞]

the quasi-coherent sheaf j∗V over Spec(W(R+)) sat-
isfies that the adjunction map j∗j∗V → V is an isomorphism.

We will need a small modification of Theorem 2.7.

Definition 2.8. Given a set I and a collection of tuples {(Ci, C+
i ), ϖi}i∈I we construct a per-

fectoid adic space Spa (R,R+). Here each Ci is an algebraically closed nonarchimedean field in
characteristic p, the C+

i are open and bounded valuation subrings of Ci, and ϖi ∈ C+
i is a choice

of pseudo-uniformizer. We let R+ :=
∏
i∈I C

+
i , we let ϖ = (ϖi)i∈I , we endow R+ with the ϖ-adic

topology and we let R := R+[ 1ϖ ]. Any space constructed in this way will be called a product of
points.

The following statement is implicitly used and proved in ([SW20, Theorem 25.1.2]).

Proposition 2.9. Let Spa(R,R+) be the product of points associated to {(Ci, C+
i ), ϖi}i∈I as in

Definition 2.8. The pullback functor j∗ : VecSpec(W(R+)) → Vec
YR+

[0,∞]

gives an equivalence of
categories of vector bundles with fixed rank. In other words, for E ∈ Vec

YR+

[0,∞]

the quasi-coherent
sheaf j∗E is a vector bundle.

Fix ξ ∈W(R+) primitive of degree 1 as before and recall that both Spec(W(R+)) and Y R
+

[0,∞] are
qcqs schemes. Consequently, the equivalence of vector bundles of Proposition 2.9 generalizes to an
equivalence similar in form to the one described in Corollary 2.5. Namely, it is an equivalence of
those categories whose objects are as in Proposition 2.9, but whose morphisms are allowed to have
poles along ξ on both categories.

Interestingly, extending G-torsors from YR
+

[0,∞] to Spec(W(R+)) adds yet another layer of com-
plexity. Indeed, the equivalences of Theorem 2.7 and Proposition 2.9 are not exact equivalences, so
the Tannakian formalism can’t be used naively. As a matter of fact, only the pullback functor j∗ is
exact. Anschütz gives a detailed study of the problem of extending G-torsors along j for parahoric
group schemes G [Ans22].

Theorem 2.10. ([Ans22, Theorem 1.1]) Let Spa(R,R+) be a product of points. Every G-torsor
T over YR

+

[0,∞] extends along j : YR
+

[0,∞] → Spec(W(R+)) to a unique G-torsor over Spec(W(R+)).

Proof. The reference only states explicitly the case R+ = OC with OC ⊆ C the ring of integers
in an algebraically closed non-Archimedean field C. Nevertheless, the reference [Ans22] already
provides the technical tools to conclude more generally. Indeed, if R+ = C+ with C+ ⊆ C a
more general open and bounded valuation subring we can argue by pointing out that the proof of
[Ans22, Proposition 9.2] goes through in this generality, that the first part of [Ans22, Corollary
9.3] also holds in this case and by appealing to [Ans22, Proposition 11.5].

The general case can be done as follows. We need to prove that the functor j∗T : RepG →
VecSpec(W(R+)) is right-exact, since it is always left-exact. By the case R+ = C+ discussed above,
it suffices to show that if a morphism of finite free modules f : V1 → V2 over Spec(W(R+)) satisfies
that each base change fi : V1,i → V2,i to Spec(W(C+

i )) is surjective for every i ∈ I, then f is
also surjective. Taking determinant bundles we can reduce to the case that V2 is free of rank 1.
After taking trivializations we have n sections f1, · · · , fn ∈W(R+) and we need to prove that they
generate the unit ideal. Consider the family of subsets {Im}1≤m≤n defined by

Im = {i ∈ I | fm ∈W(C+
i )

×}.

Observe that π0(W(R+)) ≃ βI is the Stone–Čech compactification of I. Let eIm denote the
idempotent associated to the closed open subset βIm ⊆ βI. Observe that eIm is in the ideal
generated by fm for every 1 ≤ m ≤ n. Since each W(C+

i ) is a local ring and the {fm}1≤m≤n
generate the unit ideal in W(C+

i ) for each fixed i ∈ I, the union
⋃n
i=1 Im has to be I and in

particular the set {eIm}1≤m≤n generates the unit ideal. Consequently, the set {fm}1≤m≤n also
generates the unit ideal. □

In what follows we will define several geometric objects all of which are v-sheaves or v-stacks.
The way to show that these objects are v-sheaves or v-stacks is to use systematically the following
descent result.
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Proposition 2.11. ([SW20, Proposition 19.5.3]) Let S be a perfectoid space in characteristic p
and let U ⊆ “S×̇SpaZp” be an open subset. For a map of perfectoid spaces f : S′ → S, let CS′

denote the category of G-torsors over

“S′×̇SpaZp”×“S×̇ SpaZp”
U.

The rule S′ 7→ CS′ , as a fibered category over PerfS, is a v-stack.

2.1.2. Lattices and p-adic shtukas. For this subsection we let Spa(R,R+) denote an affinoid per-
fectoid space in characteristic p, let ϖ ∈ R+ a choice of pseudo-uniformizer, let (R♯, ι) be an untilt
of R and ξR♯ a generator for the kernel of the map W(R+)→ R♯,+.

Definition 2.12. We define the groupoid of B+
dR(R

♯)-lattices with G-structure to have as objects
pairs (T , ψ) where T is a G-torsor over YR+

[0,∞) and ψ : T → G is an isomorphism over YR+

[0,∞)\V (ξR♯)

that is meromorphic along (ξR♯). Morphisms are defined in the natural way. Note that morphisms
in this category, if they exist, are unique. Compare with [SW20, Definition 20.3.1].

Analogously, we consider the groupoid of p-adic shtukas with G-structure over Zp. Recall that
the spaces SpecW(R+), YR+

[0,∞), Y
R+

[0,∞] and YR+

[0,∞] come equipped with a Frobenius action which
we denote by φ = Spa(ϕ) (or φ = Spec (ϕ)), induced from the ring homomorphism ϕ : W(R+)→
W(R+) discussed in §1.

Definition 2.13. We define the groupoid of p-adic shtukas with G-structure with one paw (or leg)
over Spa(R♯, R♯,+). Objects are pairs (T ,Φ) where T is a G-torsor over YR+

[0,∞) and Φ : φ∗T → T
is an isomorphism over YR+

[0,∞) \ V (ξR♯) meromorphic along (ξR♯). Morphisms are given by φ-
equivariant isomorphism of G-torsors. Compare with [SW20, Definition 11.4.1].

Definition 2.14. If B is a ring on which ϕ acts, by a φ-module over SpecB (resp. Spa(B,B+))
we mean a pair (E ,Φ) where E is a vector bundle over SpecB (resp. Spa(B,B+)) together with an
isomorphism Φ : φ∗E → E . Similarly, if we have spaces X ⊆ Y and an automorphism φ : Y → Y
with the property that φ(X) ⊆ X we define a φ-module over X to be a pair (E ,Φ) where E is a
vector bundle over X and Φ : φ∗E → E is an isomorphism. Finally, with the setup as above, by a
φ-module with G-structure we mean a ⊗-exact functor from RepG to the category of φ-modules.
Compare with [SW20, Definition 12.3.3].

Example 2.15. Let S = Spa(R,R+). Since the action of φ on YR+

(0,∞) is free and totally dis-

continuous [SW20, Page 136] the category of φ-modules over YR+

(0,∞) is equivalent to the category

of vector bundles on the relative Fargues–Fontaine curve XFF,S = YR+

(0,∞)/φ
Z [FS21, Definition

II.1.15].

Recall the categories of isocrystals IsocF̄p
and of isocrystals with G-structure [Kot85], [Kot97, §

3]. The objects of IsocF̄p
are pairs (V,Φ) where V is a finite dimensional Q̆p-vector space and

Φ : V → V

is a ϕ-linear isomorphism.
As usual, isocrystals with G-structure as in [Kot97, § 3] [FS21, Definition III.2.1] are ⊗-exact

functors
F : RepG → IsocF̄p

.

Recall Kottwitz’ set of ϕ-conjugacy classes in G(Q̆p) [Kot97, § 1.4],

B(G) :=
G(Q̆p)

AdϕG(Q̆p)
.

To any element b ∈ G(Q̆p) one can attach an isocrystal with G-structure Vb, and Vb1 is isomorphic
to Vb2 if and only if b1 and b2 represent the same class in B(G). Moreover, since G is connected
and reductive, every isocrystal with G-structure is isomorphic to Vb for some b [Kot97, § 3.1].

Isocrystals give rise to φ-modules by considering V as a vector bundle over Spec Q̆p (respectively
over Spa Q̆p) and by interpreting Φ as a linear isomorphism of the form

Φ : φ∗V → V.

Furthermore, if Spa (R,R+) ∈ Perf F̄p
then we have a φ-equivariant map YR+

(0,∞] → Spa Q̆p. Pullback
along this map defines a ⊗-exact functor from the category of isocrystals to the category of φ-
modules. In particular to any isocrystal with G-structure F we can associate GF which is a
φ-module with G-structure over YR+

(0,∞].
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Remark 2.16. Given b ∈ G(Q̆p) and Spa (R,R+) ∈ Perf F̄p
we use (Gb,Φb) or (Gb,Φb) to denote

the φ-module with G-structure on YR+

(0,∞] (or YR+

(0,∞)) associated to the isocrystal with G-structure

Vb. Under the equivalence explained in Example 2.15 the pair (Gb,Φb) over YR+

(0,∞) corresponds to

a vector bundle on YR+

(0,∞)/φ
Z which we denote by Eb. This is the same convention as in [FS21, §

III.2.1].

Definition 2.17. Given a φ-module with G-structure (E ,ΦE) over YR+

(0,∞) as in Definition 2.14
and a shtuka (T ,ΦT ) as in Definition 2.13 we define an isogeny from (T ,ΦT ) to (E ,ΦE) to be an
equivalence class of pairs (r, f) with r ∈ R and f : (T ,ΦT )→ (E ,ΦE) a φ-equivariant isomorphism
defined over YR+

[r,∞). Two pairs (r1, f1) and (r2, f2) are equivalent if there is a third pair (r3, f3)

with r3 > r1, r2 and f1 = f3 = f2 when restricted to YR+

[r3,∞).

Remark 2.18. Recall that for all r > 0 the subspace YR+

[r,∞) ⊆ Y
R+

(0,∞) contains a fundamental
domain for the φ-action. One can use this to attach to a shtuka with G-structure (T ,ΦT ) a G-torsor
on XFF,S that we may denote ET . As mentioned in Example 2.15, the category of φ-module with
G-structure over YR+

(0,∞) is equivalent to the category of G-torsors over XFF,S . If E is the G-torsor
over XFF,S corresponding to the φ-module with G-structure (E ,Φ), then isogenies from (T ,ΦT ) to
(E ,ΦE) as in Definition 2.17 are in natural bijection with isomorphisms of G-torsors between ET
and E over XFF,S .

In what follows, we prove some technical lemmas that intuitively speaking allow us to “deform”
lattices and shtukas with G-structure. For any r ∈ [0,∞) let BR

+

[r,∞] = H0(YR+

[r,∞],OYR+

[r,∞]

), and

consider the ring R+
red := (R+/ϖ)perf = R+/R◦◦ endowed with the discrete topology.

Fix r = q1
q2

. Since [ϖ] = 0 in SpaW(R+
red)[

1
p ] and YR+

[r,∞] is the rational subset of those x ∈
SpaW(R+) for which {|[ϖq2 ]|x ≤ |pq1 |x} ≠ 0 holds, we have a family of ring maps

(−)red : BR
+

[r,∞] →W(R+
red)[

1

p
]

that is compatible with the natural ring maps BR
+

[r,∞] → BR
+

[r′,∞] for r ≤ r′. By abuse of notation
we also denote (−)red : R+ → R+

red and (−)red : W(R+) → W(R+
red) the natural ring maps. Note

that we have the following commutative diagram

W(R+) BR
+

[r,∞]

W(R+
red).

(−)red
(−)red

Lemma 2.19. Let s ∈ BR+

[r,∞] and suppose that sred ∈W(R+
red)[

1
p ] lies in W(R+

red). Then there is a

tuple (m, a, b,ϖs) with m ∈ N a number r ≤ m, a ∈W(R+), b ∈ BR+

[m,∞] and a pseudo-uniformizer

ϖs ∈ R+ such that s = a + b in BR
+

[m,∞] and b ∈ [ϖs] · BR
+

[m,∞]. Moreover, if ϖ ∈ R+ is any
pseudo-uniformizer we may choose ϖs so that ϖ ∈ ϖs ·R+.

Proof. Choose m ∈ N with r ≤ m, we compute BR
+

[m,∞] explicitly. If L0 denotes the p-adic

completion of W(R+)[ [ϖ]
pm ], then BR

+

[m,∞] = L0[
1
p ]. Any element s ∈ BR+

[m,∞] is of the form s = 1
pn · ℓ

where ℓ ∈ L0. In turn, any element ℓ is in the image of the map

θ : W(R+)⟨T ⟩ → L0 with T 7→ [ϖ]

pm
.

Let f(T ) ∈ W(R+)⟨T ⟩ with image ℓ, and write f(T ) = f0 + T · Σ∞
i=1fiT

i−1 with f0, fi ∈ W(R+).
Let d(T ) = Σ∞

i=1fiT
i−1 so that f(T ) = f0 + T · d(T ), then θ(f) = f0 + [ϖ]( 1

pm · θ(d(T ))). Since

the second term is divisible by [ϖ] in BR
+

[m,∞] as long as we pick a ϖs that divides ϖ, we may and
do reduce to the case ℓ = f0 or in other words

s =
1

pn
f0 = Σ∞

i=0[ai]p
i−n.

In this case, sred = Σ∞
i=0[(ai)red]p

i−n and by hypothesis we have that for i < n (ai)red = 0 in
R+

red. We can choose a pseudo-uniformizer ϖs such that all of the ai for i ∈ {0, . . . n − 1} are
zero in R+/ϖs. We can take a =

∑∞
i=n[ai]p

i−n and b =
∑n−1
i=0 [ai]p

i−n. These clearly satisfy the
properties we were looking for. □
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We will need a small improvement of Lemma 2.19.

Lemma 2.20. Let X be an affine scheme smooth over SpecZp. Suppose we have a commutative
diagram

SpecW(R+
red)[

1
p ] SpecBR

+

[r,∞]

SpecW(R+
red) X

f

over SpecZp. Then there exists r ≤ m, ϖ ∈ R+ a pseudo-uniformizer, and a map g : SpecW(R+)→
X fitting in the following commutative diagram

SpecBR
+

[m,∞]/[ϖ] SpecBR
+

[r,∞]

SpecW(R+) X.

f

g

Proof. The case X = A1 is Lemma 2.19 and one can easily adapt the argument to the case X = An.
We now consider the general case, for this we fix a closed immersion ι : X ↪→ An. Using the case
X = An we get a commutative diagram

SpecBR
+

[m,∞]/[ϖ] SpecBR
+

[r,∞]

SpecW(R+)/[ϖ] X

SpecW(R+) An

f

g̃ϖ ι

g̃

for some g̃ : SpecW(R+) → An. Moreover, since the map of rings W(R+)/[ϖ] → BR
+

[m,∞]/[ϖ]

is injective and SpecBR
+

[m,∞]/[ϖ] factors through X then g̃ϖ factors through X and defines a
map g0 : SpecW(R+)/[ϖ] → X. Since W(R+) is (p, [ϖ])-adically complete in particular it is
also [ϖ]-adically complete [FF18, Lemme 1.4.14]. Finally, since X is smooth we may find a lift
g : SpecW(R+)→ X making the following diagram commutative

SpecBR
+

[m,∞]/[ϖ] SpecBR
+

[r,∞]

SpecW(R+)/[ϖ] X

SpecW(R+)

f

g0

g

This is the diagram that we wished to construct. □

We apply Lemma 2.20 in the following particular case.

Lemma 2.21. Let T1 and T2 be trivial G-torsors over Spec(W(R+)) and let λ : T1 → T2 be an
isomorphism over YR+

[r,∞] whose reduction to Spec(W(R+
red)[

1
p ]) extends to Spec(W(R+

red)). Then,

there is an isomorphism λ̃ : T1 → T2 over Spec(W(R+)), a pseudo-uniformizer ϖλ ∈ R+ and
a number r ≤ m such that the restriction of λ and of λ̃ to Spec(BR

+

[m,∞]) agree as elements of
Hom

Spec(BR+

[m,∞]
/[ϖλ])

(T1, T2).

Proof. Fix trivializations ιi : Ti → G, and consider g = ι2 ◦ λ ◦ ι−1
1 as an element

g ∈ H0(YR
+

[r,∞],G) = {f | f : SpecBR
+

[r,∞] → G}.

Since G is affine and smooth over SpecZp we may apply Lemma 2.20 to find a lift g′ ∈ G(W(R+))

whose image in G(BR+

[m,∞]/[ϖλ]) agrees with the image of g for some m ≥ r and some pseudo-
uniformizer ϖλ. We conclude by letting λ̃ = ι−1

2 ◦ g′ ◦ ι1 to get the desired isomorphism. □
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Let us set some notation. In what follows given a finite type affine scheme X over SpecZp and
a topological ring R over Zp, we topologize the set X(R) by choosing an embedding ι : X → AnZp

and endowing X(R) ⊆ Rn with the subspace topology. One can verify that the topology on X(R)
does not depend on ι.

For the remainder of the section given m ∈ N we let Lm0 denote the p-adic completion of
W(R+)[ [ϖ]

pm ].

Remark 2.22. Recall that Lm0 is a ring of definition for BR
+

[m,∞]. Note that since [ϖ] = pm ·( [ϖ]
pm ) in

Lm0 and the ring is p-adically complete, then it is also [ϖ]-adically complete [FF18, Lemme 1.4.14].

Lemma 2.23. Let m ∈ N and pick two elements η,Φ ∈ G(BR+

[m,∞]). Suppose that η restricts to Id

in G(BR+

[m,∞]/[ϖ]). Consider the following sequence

ηn+1 = Φ ◦ φ∗ηnΦ
−1,

starting with η0 = η. Then there is m′ ∈ N with m′ ≥ m sufficiently big such that the following
hold

(1) {ηn}n∈N ⊆ G(Lm
′

0 ) ⊆ G(BR+

[m′,∞]).

(2) The sequence {ηn} converges to the identity in G(BR+

[m′,∞]).

Proof. We fix a closed immersion ι : G → GLr for some r, which we may always find by [Bro13,
Lemma 3.2]. Moreover, we regard GLr embedded as an open subset of the space of square matrices
Mr×r. We will think of Φ, Φ−1 and ηn as elements of Mr×r(B

R+

[m,∞]). Since η = η0 restricts to Id

in G(BR+

[m,∞]/[ϖ]) we can write it as

η0 = Id+[ϖ] · 1
pk
·M0

where M0 ∈ Mr×r(L
m
0 ). We may also write Φ = 1

pαNα and Φ−1 = 1
pβ
Nβ with Nα, Nβ ∈

Mr×r(L
m
0 ). Then

η1 = Id+[ϖp] · 1

pk+α+β
Nαφ

∗M0Nβ .

Observe that the term Nαφ
∗M0Nβ ∈ Mr×r(L

m
0 ). Let c = α + β. Choosing m′ large enough we

can ensure that both [ϖ]
pk
∈ Lm′

0 and [ϖ]
pc ∈ L

m′

0 hold. Consequently, η0, η1 ∈ G(Lm
′

0 ). By induction,
we see that ηn has the form

ηn = Id+[ϖpn ] · 1

pk+n·c
Nαφ

∗Mn−1Nβ = Id+[ϖpn−n−1] · [ϖ]

pk
· [ϖ

n]

pn·c
·Mn.

for some element Mn ∈ Mr×r(L
m′

0 ). This already shows that {ηn} ⊆ G(Lm
′

0 ). Moreover, the
same computation shows that for fixed d ∈ N there is a sufficiently large n such that ηn = Id on
G(Lm′

0 /[ϖd]). Since Lm
′

0 is [ϖ]-adically complete the sequence ηn converges to Id in G(Lm′

0 ). Since
Lm

′

0 is a ring of definition of BR
+

[m′,∞], convergence in G(Lm′

0 ) implies convergence in G(BR+

[m′,∞]). □

The proof of the following lemma is inspired by the computations that appear in [HV11, Theorem
5.6], and it is a key input in the proof of Theorem 2.69.

Lemma 2.24 (Unique liftability of isogenies). Let T be a trivial G-torsor over Spec(W(R+)) and
let Gb denote the trivial G-torsor endowed with the φ-module structure over YR+

(0,∞] given by an

element b ∈ G(BR+

(0,∞]). Let Φ : φ∗T → T be an isomorphism defined over Spec(W(R+)[ 1
ξ
R♯

]) and

λ : T → Gb a φ-equivariant isomorphism defined over BR
+

[m,∞]/[ϖ] for some m ∈ N sufficiently large
so that ξR♯ becomes a unit. Then, there is m′ ∈ N sufficiently large and a unique φ-equivariant
isomorphism λ̃ : T → Gb defined over YR+

[m′,∞] such that λ̃ and λ restrict to the same map after

basechange to BR
+

[m′,∞]/[ϖ].

Proof. By transport of structure, we assume that G = T , that Φ ∈ G(W(R+)[ 1
ξ
R♯

]), and that

λ ∈ G(BR+

[m,∞]/[ϖ]). It suffices to find m′ ∈ N and λ̃ ∈ G(BR+

[m′,∞]) reducing to λ in G(BR+

[m′,∞]/[ϖ])

and satisfying Φ = λ̃−1 ◦ b ◦ φ∗(λ̃). Choose an arbitrary lift λ1 ∈ G(BR
+

[m,∞]) of λ, and let η1 =

λ1
−1 ◦ b ◦ φ∗(λ1) ◦ Φ−1. Observe that η1 = Id in G(BR+

[m,∞]/[ϖ]). By Lemma 2.23 we may find

m′ ∈ N large enough so that η1 and consequently η−1
1 lie in G(Lm′

0 ) ⊆ G(BR+

[m′,∞]).
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We construct sequences of maps, {λi : G → Gb}i∈N defined over SpecBR
+

[m′,∞] and {ηi : G →
G}i∈N defined over SpecLm

′

0 and given recursively by the relations

λn+1 = λn ◦ ηn and ηn = λ−1
n ◦ b ◦ φ∗(λn) ◦ Φ−1.

Consider the following computation.

ηn+1 = λ−1
n+1 ◦ b ◦ φ∗(λn+1) ◦ Φ−1 = [η−1

n ◦ λ−1
n ] ◦ b ◦ φ∗(λn+1) ◦ Φ−1 (2.1)

= [Φ ◦ φ∗(λn)
−1 ◦ b−1 ◦ λn] ◦ λ−1

n ◦ b ◦ φ∗(λn+1) ◦ Φ−1 (2.2)

= Φ ◦ φ∗(λn)
−1 ◦ φ∗(λn+1) ◦ Φ−1 = Φ ◦ φ∗(ηn) ◦ Φ−1 (2.3)

By Lemma 2.23 we may choose m′ so that {ηn} ⊆ G(Lm
′

0 ) and such that this sequence converges
to Id. This allows us to define λ̃ ∈ G(BR+

[m′,∞]) as the limit of the λi. Taking limits we get the
equation

Id = η∞ = λ̃ ◦ b ◦ φ∗(λ̃) ◦ Φ−1

and we get the relation λ̃ = λi = λ in G(BR+

[m′,∞]/[ϖ]).

Let us prove uniqueness. Given two lifts λ̃i of λ we let g = λ̃1 ◦ λ̃−1
2 with g ∈ G(BR+

[m′,∞]). Now,

φ-equivariance gives b = g−1 ◦ b ◦ φ∗(g), and since g = Id in G(BR+

[m′,∞]/[ϖ]) then φ∗(g) = Id in

G(BR+

[m′,∞]/[ϖ
p]). From the identity b = g−1 ◦ b ◦ Id in G(BR+

[m,∞]/[ϖ
p]) and induction we can prove

that g = Id in G(BR+

[m′,∞]/[ϖ
pn ]) for every n. By Lemma 2.25 the identity Id = g also holds in

G(BR+

[m,∞]). □

Lemma 2.25. If ϖ ∈ R+ is a pseudo-uniformizer and m ∈ N, then (as an abstract ring) BR
+

[m,∞]

is [ϖ]-adically separated.

Proof. It suffices to show that if f ∈
⋂∞
i=1[ϖ

i] · BR+

[m,∞] then f = 0. Alternatively, since YR+

[m,∞]

is sous-perfectoid [SW20, Proposition 13.1.1] it suffices to show that for all points x ∈ YR+

[m,∞] the
value |f |x = 0 [SW20, Theorem 5.2.1]. This condition can be checked on rank 1 geometric points
Spa(C,OC)→ Spa(R,R+), so without loss of generality (R,R+) = (C,OC).

In this case BOC

[m,∞] = B+
I in the notation of [FF18, Définition 1.10.2] (this definition depends on

[FF18, Définition 1.4.1, 1.3.2, 1.3.1]). Here I = [ρ, 1] for some number ρ ∈ (0, 1) associated to m,
whose precise formula is irrelevant. Indeed, this follows from [FF18, Exemple 1.10.3, Proposition
1.10.5]. We wish to show that f = 0 assuming that f ∈

⋂∞
i=1[ϖ

i] ·B+
I . Write f = fn · [ϖn].

Recall the ring BI [FF18, Définition 1.6.2] (see [FF18, Définition 1.4.1, 1.3.2, 1.3.1]). Recall
that the inclusion of intervals {1} ⊂ I induces a continuous map BI → B{1} (see [FF18, § 1.6.1]).
Moreover, recall form [FF18, §1.10.1] that B+

I (respectively B+
{1})) is the closure of Bb,+ [FF18,

Définition 1.3.2] in BI (respectively in B{1}). Overall, we get a commutative diagram of continuous
ring homomorphisms

B+
I B+

{1}

BI B{1}.

Also, the map BI → B{1} is injective by [FF18, Proposition 1.6.15], so in particular the map
B+
I → B+

{1} is also injective. It suffices to show that B+
{1} is [ϖ]-adically separated. Now B{1}

is obtained as the completion of Bb [FF18, Définition 1.3.2] under the norm | · |1 as in [FF18,
Définition 1.4.1]. One can verify directly that for all g ∈ Bb,+ |g|1 ≤ 1 holds. By continuity, we
can conclude that any element g ∈ B+

{1} satisfies that |g|1 ≤ 1. In particular, |fn|1 ≤ 1 for all fn
as above. Since ϖ is a pseudo-uniformizer in C, then

|[ϖ]|1 = |ϖ|C = ϵ for some 0 < ϵ < 1,

we can conclude that |f |1 = |fn|1|[ϖn]|1 ≤ ϵn for all n. This allows us to deduce that f = 0. □
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2.2. Specialization maps. In this section we recall the theory of specialization maps for v-sheaves
as developed in [Gle24]. The theory is an attempt to answer the question: What is the analogue
of a formal scheme in the context of v-sheaves? This theory approaches the question in steps.

{Small v-sheaves} ⊇ {Specializing v-sheaves}
⊇ {Prekimberlites}
⊇ {ValuativePrekimberlites}
⊇ {Kimberlites}
⊇ {Locally SpatialKimberlites}

Each of these categories is a full subcategory of the category of small v-sheaves [Sch17, Definition
12.1] obtained by adding axioms at each stage. For our purposes it will suffice to discuss valuative
prekimberlites, but we will also mention a category that vaguely speaking sits between the category
of valuative prekimberlites and the category of kimberlites. We will make this precise in what
follows.

2.2.1. Specializing v-sheaves. Let CAlgperf,opFp
denote the category of perfect affine schemes in char-

acteristic p. Recall from [SW20, § 18.3] the ⋄-functor

⋄ : CAlgperf,opFp
→ P̃erf

with
(SpecA)⋄ := Spd(A,A).

In other words, it attaches to a perfect affine scheme over Fp the small v-sheaf associated to the non-
analytic adic space Spa(A,A) where A is regarded as a topological ring endowed with the discrete
topology. Recall that ⋄ extends to a fully faithful functor ⋄ : PSch → P̃erf [SW20, Proposition
18.3.1] [Gle24, §3] from the category PSch of perfect schemes in characteristic p to the category
of small v-sheaves. Furthermore, this functor formally extends to a functor ⋄ : P̃Sch→ P̃erf from
the category of small scheme-theoretic v-sheaves to the category of small v-sheaves. Furthermore,
⋄ admits a right adjoint functor [Gle24, Definition 3.12] which we call the reduction functor

red : P̃erf → P̃Sch. (2.4)

We let XRed = (Xred)⋄, it comes with a canonical map coming from adjunction XRed → X.

Definition 2.26. [Gle24, Definition 3.20] A map Y → X is formally adic if the following diagram
is Cartesian.

Y Red Y

XRed X.

Given mapsX f−→ Y
g−→ Z with h = g◦f , one can use the cancellation and composition properties

of Cartesian diagrams to verify that if g is formally adic then f is formally adic if and only if h is
formally adic.

Definition 2.27. [Gle24, Definition 3.27] A v-sheaf is formally separated if the diagonal is a
closed immersion and formally adic.

Recall that to any Huber pair (A,A+) over Zp we can attach a v-sheaf Spd (A,A+) Definition 1.1.

Definition 2.28. [Gle24, Definition 4.6] Given a v-sheaf X and a map f : Spa (R,R+)→ X we
say that X formalizes f if there exists a dashed arrow completing the commutative diagram below.

Spa(R,R+) X

Spd(R+, R+)

f

Any such arrow is called a formalization of f . We say X is v-formalizing if for any f as above
there is a v-cover g : Spa(R′, R′+)→ Spa(R,R+) such that X formalizes g ◦ f .

Whenever X is formally separated and f : Spa(R,R+) → X is a map, a formalization of f , if
it exists, is unique [Gle24, Proposition 4.9]. This leads to the first class of v-sheaves that admit a
specialization map.
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Definition 2.29. [Gle24, Definition 4.11] We say that a small v-sheaf X is specializing if it is
formally separated and v-formalizing.

As shown in [Gle24, Proposition 4.14] if X is a specializing v-sheaf then it has a continuous
specialization map

spX : |X| → |Xred|.
Proposition 2.30. The rule

X 7→ (spX : |X| → |Xred|)
with source the category of specializing v-sheaves and target the category of maps of topological
spaces is a functor. In other words, given a map of specializing v-sheaves f : X → Y we get a
commutative diagram of topological spaces.

| X | | Y |

| Xred | | Y red |

|f |

spX spY

|fred|

Proof. This is the content of [Gle24, Proposition 4.14]. □

Definition 2.31. [Gle24, Definition 4.15] If X is a specializing v-sheaf we say that it is a prekim-
berlite if Xred ∈ P̃Sch is represented by a perfect scheme and XRed → X is a closed immersion.
We let Xan := X \XRed and we call this the analytic locus of X.

The following lemma shows that, under certain assumption, being a prekimberlite can be verified
Zariski locally.

Lemma 2.32. Let X be a specializing v-sheaf and let Y = Xred. Suppose that Y is representable
by a perfect scheme. Let U ⊆ Y be an open subset and let V denote the only open subsheaf of X
with |V | = sp−1(|U |). Then the following hold.

(1) V is a specializing v-sheaf with V red = U .
(2) The map V → X is formally adic.

Moreover, if there is an open cover {Ui → Y }i∈I such that Vi := sp−1
X (Ui) is a prekimberlite. Then

X is a prekimberlite.

Proof. Let us show V is v-formalizing. Fix f : Spa(R,R+)→ X and assume that f formalizes to
a map Spd(R+, R+) → X. It follows easily from the definition of the specialization map that f
factors through V if and only if the map induced by reduction

Spec (R+/R◦◦) = SpecR+
red = Spd(R+, R+)red → Y

factors through U [Gle24, Proposition 3.18, Definition 4.12]. In this case, Spd(R+, R+)Red → X
factors as a composition

Spd(R+
red, R

+
red) = Spd(R+, R+)Red → U⋄ ⊆ V ⊆ X.

Since |Spd(R+, R+)| = |Spa (R,R+)| ∪ |Spd(R+, R+)Red| and V is an open subsheaf, we deduce
that if f factors through V then Spd(R+, R+) → X also factors through V . Consequently, V is
v-formalizing.

Any subsheaf of a formally separated v-sheaf is again formally separated. Indeed, this follows
by [Gle24, Lemma 3.30] using that both (−)red and (−)⋄ commute with finite limits. This shows
V is formally separated, and hence specializing.

We claim that Y ⋄ ∩X V = U⋄. Any map Spa(R,R+) → Y ⋄ is v-locally induced by a map of
schemes SpecR+ → Y . If it factors through V it is because the map Spec (R+/R◦◦)→ Y factors
through U . But since U is open and SpecR+/R◦◦ contains all closed points of SpecR+, the map
SpecR+ → Y also factors through U as we needed to show. By [Gle24, Lemma 3.32], V red = U
and the map V → X is formally adic.

Let us show the final statement. Since we already assumed that Y is representable, it suffices
to show that Y ⋄ → X is a closed immersion. This can be checked v-locally on X by [Sch17,
Proposition 10.11.(i)]. By our argument above, we have a Cartesian diagram∐

i∈I U
⋄
i

∐
i∈I Vi

Y ⋄ X

and since we assumed each Vi is a prekimberlite the map
∐
i∈I U

⋄
i →

∐
i∈I Vi is a closed immersion

as we wanted to show. □
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2.2.2. Prekimberlites and valuative prekimberlites. For prekimberlites one can construct a v-sheaf
theoretic specialization map (or Heuer specialization map). Recall our notation R+

red = R+/R◦◦.
Given S ∈ PSch one can construct a v-sheaf S⋄/◦◦ [Gle24, Definition 4.23]2, [Heu21, Definition 5.1]
by v-sheafifying the formula

S⋄/◦◦pre : Spa (R,R+) 7→ S(SpecR+
red).

As it turns out it is only necessary to sheafify for the analytic topology [Heu21, Lemma 5.2]. When
X is a prekimberlite we let XH := (Xred)⋄/◦◦. We get a v-sheaf theoretic specialization map
[Gle24, §4.4]

SP : X → XH.

Definition 2.33. The v-sheaf theoretic specialization map is constructed as follows. If α ∈
X(R,R+) and α is formalizable we let α̃ ∈ X(SpdR+) be its unique formalization. Apply-
ing the reduction functor gives α̃red ∈ Xred(SpecR+

red), which is an element in the presheaf
(Xred)⋄/◦◦pre(R,R+). We get

SPpre : X
frml → (Xred)⋄/◦◦pre ,

where the source is the sub-presheaf of formalizable maps in X. Now, SP is the sheafification of
SPpre.

The v-sheaf theoretic specialization map allow us to make interesting constructions. If X is a
prekimberlite and Z ⊆ Xred is a locally closed subset we can define a prekimberlite X̂/Z [Gle24,
Proposition 4.21] such that Z = (X̂/Z)

red and such that it fits in the following Cartesian diagram

X̂/Z X

Z⋄/◦◦ XH.

SP SP (2.5)

When Z is constructible the map X̂/Z → X is an open immersion [Gle24, Proposition 4.22].

Definition 2.34. [Gle24, Definition 4.18] The prekimberlite X̂/Z obtained from diagram (2.5) is
called the formal neighborhood of X along Z.

Remark 2.35. We will mostly apply this construction to the case where Z → X is the inclusion
of a closed point. In this case X̂/Z is the v-sheaf theoretic analogue of taking the formal completion
at the closed point.

The specialization map for prekimberlites, SPX : X → XH, is always separated. Indeed, the
inclusion X×XHX ⊆ X×X is a separated map and since X is formally separated ∆ : X → X×X
is a closed immersion. Consequently, X → X ×XH X also is.

Definition 2.36. [Gle24, Definition 4.30] We say that a prekimberlite X is valuative if SP : X →
XH is partially proper ([Sch17, Definition 18.4]).

For valuative prekimberlites the topological specialization map, spX : |X| → |Xred|, is special-
izing [Gle24, Proposition 4.33]. Moreover, the valuative property is stable under natural construc-
tions like taking formal neighborhoods or étale formal neighborhoods [Gle24, Proposition 4.34].

Although the specialization map for a specializing v-sheaf F is defined as a map

spF : |F| → |F red|,
one often wishes to study this map after restricting it to certain open subsets. For example, if F
is a prekimberlite it is natural to study

spF : |Fan| → |F red|
instead.

Since we are interested in studying the p-adic generic fiber of moduli spaces of p-adic shtukas
the natural setup is to consider prekimberlites F together with a map f : F → SpdZp and study
the specialization map

spF : |F ×SpdZp
SpdQp| → |F red|.

Note that in general the map f might not be formally adic (i.e. F is not a p-adic prekimberlite),
but we always have that

F ×SpdZp SpdQp ⊆ Fan.

This motivates the following definition.

2The symbol ⋄/◦◦ suggest the similarity with the ⋄ functor up to a quotient by the space of topological nilpotent
elements. In [Gle24] we initially took the minimalistic notation ⋄/◦ instead of ⋄/ ◦ ◦.
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Definition 2.37. Let F be a valuative prekimberlite.
(1) A smelted kimberlite is a pair K = (F ,D) such that D is a quasiseparated locally spatial

diamond and D ⊆ Fan is open.3

(2) The specialization map spK : |D| → |F red| is defined as the composition |D| ⊆ |F| spF−−→
|F red|. When the context is clear we may write spD or merely sp instead of spK.

(3) We say that F is a kimberlite if (F ,Fan) is a smelted kimberlite and spFan is quasicompact.
(4) Given a smelted kimberlite K = (F ,D) and a locally closed subset Z ⊆ F red we define the

tubular neighborhood of K along Z as K⊚
/Z := F̂/Z ∩ D.

Recall the definition of locally spectral spaces and spectral maps between them [Hoc69], [Sch17,
Definition 2.1]. We have the following key result which we will use later on [Gle24, Theorem 9,
Theorem 4.40].

Theorem 2.38. Let K = (F ,D) be a smelted kimberlite, then

spD : |D| → |F red|

is a specializing, spectral map of locally spectral spaces.

2.3. The specialization map for the p-adic Beilinson–Drinfeld Grassmannian. We recall
the definition of the p-adic Beilinson–Drinfeld Grassmannian that is the most suitable to study its
specialization map.

Definition 2.39. ([SW20, Definition 20.3.1]) We let GrG denote the v-sheaf

GrG : Perfop → Sets

that assigns to an affinoid perfectoid pair (R,R+) the set

GrG(R,R
+) = {((R♯, ι), T , ψ)}/≃

where (R♯, ι) an untilt of R and (T , ψ) is a lattice with G-structure as in Definition 2.12.

Proposition 2.40. Let Spa(R,R+) be a product of points as in Definition 2.8 and let f : Spa(R,R+)→
GrG be a map. Then GrG formalizes f (Definition 2.28). In particular, f is v-formalizing.

Proof. Let Spa(R,R+) be a product of points and f : Spa(R,R+) → GrG a map. By defini-
tion, associated to this map we have an untilt R♯ and a G-torsor T over YR+

[0,∞) together with a

trivialization ψ : T → G over YR+

[0,∞) \ V (ξR♯) meromorphic along ξR♯ . We use ψ to glue T and

G along YR+

[r,∞) to get a G-torsor defined over YR+

[0,∞]. Using Corollary 2.5 and Theorem 2.10 we
can extend the data (T , ψ) to a get a G-torsor defined over Spec(W(R+)) together with a triv-
ialization defined over Spec(W(R+)[ 1

ξ
R♯

]). This is enough to define a map Spd(R+, R+) → GrG

that restricts to the original one. Indeed, take a second affinoid perfectoid Spa(T, T+) and a
map g : Spa(T, T+) → Spd(R+, R+), we want to produce a map Spa (T, T+) → GrG in a func-
torial way. We may construct an untilt T ♯ by letting ξT ♯ denote the image of ξR♯ under the
ring map g′ : W(R+) → W(T+) induced by g. Base change along g′ gives a G-torsor over
Spec(W(T+)) together with a trivialization over Spec(W(T+)[ 1

g′(ξ
R♯ )

]). This restricts to a G-
torsor over YT+

[0,∞) and a trivialization over YT+

[0,∞) \ V (g′(ξR♯)) that is meromorphic along g′(ξR♯).
This gives our desired natural transformation Spd (R+, R+) → GrG . Clearly the composition
Spa(R,R+)→ Spd (R+, R+)→ GrG agrees with f , so this map is a formalization. □

Recall that associated to our parahoric group scheme G one can construct a Witt vector flag
variety

FℓG,W : PSchop → Sets

with formula.
SpecR 7→ {(T , ψ)}/≃

where T is a G-torsors over SpecW(R) and ψ : T → G is a trivialization over SpecW(R)[ 1p ] [Zhu17],
[BS17, Definition 9.4].

Proposition 2.41. ([SW20, §20.3]) The v-sheaf GrG is specializing, the map GrG → SpdZp is
formally adic and GrredG is represented by FℓG,W.

3The main cases of interest are when D = Fan or when D = F ×Spd Zp SpdQp.
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Proof. To show that GrG is specializing we have to show that it is v-formalizing and formally
separated. It is v-formalizing by Proposition 2.40. In turn, it is separated by [SW20, Theorem
20.3.4, Theorem 21.2.1]. By [Gle24, Proposition 3.29], to show that it is formally separated it will
suffice to show it is formally adic over SpdZp. Let us now show that GrG → SpdZp is formally
adic. By [Gle24, Lemma 3.32] it suffices to show that

GrG ×SpdZp
Spec(Fp)⋄ = (FℓG,W)⋄.

Indeed, by [BS17] FℓG,W is ind-representable and by [Gle24, Proposition 3.16.(1)] combined with
a quasi-compactness argument one can show that ind-representable scheme-theoretic v-sheaves are
reduced in the sense of [Gle24, Definition 3.15].

To find an identification GrG ×SpdZp
Spec(Fp)⋄ = (FℓG,W)⋄ we begin by constructing a map

FℓG,W → (GrG)
red. We need to produce a map Spec(R)⋄ → GrG functorially on the comma

category PSch/FℓG,W . An object in PSch/FℓG,W is given by an affine scheme SpecR, a G-torsor
T over Spec(W(R)) together with a trivialization ψ : T → G over Spec(W(R)[ 1p ]). Given an
affinoid perfectoid Spa(T, T+) and a map f : Spa(T, T+) → Spec(R)⋄ we need to produce a map
Spa(T, T+)→ GrG . The morphism f induces the ring map f ′ : W(R)→W(T+). We can assign to
f the characteristic p untilt and assign the G-bundle f ′∗T over YT+

[0,∞) with trivialization f ′∗ψ, and
using Corollary 2.5 we see that it is meromorphic along p. This construction is clearly functorial
and gives the desired map. We prove that for any (R,R+) we have bijection of sets:

(FℓG,W)⋄(R,R+)→ GrG ×SpdZp SpdFp(R,R+).

To prove injectivity, suppose we are given two maps gi : Spa(R,R+) → (FℓG,W)⋄ in character-
istic p whose composition agree. It is enough to prove that g1 = g2 after taking a v-cover of
Spa(R,R+). Locally for the v-topology we can assume that both maps factor through morphisms
g′i : Spec(R

+) → FℓG,W given by pairs (Ti, ψi). Since the compositions agree, these pairs become
isomorphic over YR+

[0,∞), and arguing as in the proof of Proposition 2.41 we can conclude that this

pairs are already isomorphic over Y R
+

[0,∞]. Since both Ti are defined over Spec(W(R+)) and the
pullback functor j∗ of Theorem 2.7 is fully faithful we can conclude that g′1 = g′2.

To prove surjectivity take a map f : Spa(R,R+) → GrG ×SpdZp
Spec(Fp)⋄. Since surjectivity

can be checked v-locally we can assume that Spa(R,R+) is a product of points. By the proof of
Proposition 2.40 we get a G-torsor T over Spec(W(R+)) and a trivialization over Spec(W(R+)[ 1p ])

which gives a map Spec(R+) → FℓG,W and consequently the required lift to our original map
Spa(R,R+)→ (FℓG,W)⋄. □

Let T ⊆ GQp be a maximal torus and let TQ̄p
⊆ B ⊆ GQ̄p

be a choice of Borel of the geometric
generic fiber of G. Fix a dominant geometric cocharacter of T , µ ∈ X+

∗ (T ), with reflex field E and
ring of integers OE . Recall that to µ we may attach a “local model v-sheaf” M≤µ

G,OE
over SpdOE

[AGLR22, Definition 4.11], [SW20, §21.4].

Definition 2.42. The local model M≤µ
G,OE

is defined as the v-sheaf closure [AGLR22, Definition
2.3] of GrG,≤µE in GrG ×SpdZp

SpdOE .

Definition 2.43. Let X be a kimberlite over SpdZp we say it is flat if there is a set I, a family
of perfectoid Huber pairs {(R♯i , R

♯+
i )}i∈I over Qp and a v-cover over SpdZp∐

i∈I
Spd(R♯,+i )→ X (2.6)

Recall AG,µ ⊆ FℓG,W the µ-admissible locus [KR00], [AGLR22, Definition 3.11]. In our collab-
oration with Anschütz, Lourenço, and Richarz [AGLR22] we prove the following statement.

Theorem 2.44. ([AGLR22, Proposition 4.14, Theorem 6.16]) If G is parahoric and µ ∈ X+
∗ (T ),

then M≤µ
G,OE

is a flat p-adic kimberlite with (M≤µ
G,OE

)red = AG,µ.

2.4. Specialization maps for moduli spaces of p-adic shtukas. Fix an element b ∈ G(Q̆p)
and let

Vb : RepG → IsocF̄p

denote the associated isocrystal with G-structure (as in §2.1.2). This induces a φ-module over
Y(0,∞) which we denote by Gb.

Definition 2.45. The integral moduli space of p-adic G-shtukas associated to Vb, which we denote
by ShtG(b), is the functor

ShtG(b) : Perf
op

F̄p
→ Sets
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(R,R+) 7→ {((R♯, ι), T ,Φ, λ)}/≃
where (R♯, ι) is an untilt of R, (T ,Φ) is a shtuka as in Definition 2.13 and λ : T → Gb|YR+

[r,∞)

an
isogeny as in Definition 2.17.

Fix (R,R+), fix R♯ an untilt of R and fix M ∈ G(W(R+)[ 1
ξ
R♯

]) to such data we associate a
shtuka

GM := (G,ΦM )

where
ΦM : φ∗G → G

is the only isomorphism conjugate to M : G → G under the canonical isomorphism φ∗G ≃ G. We
consider the following auxiliary space.

Definition 2.46. Let WSht(b) denote the functor

WShtG(b) : Perf
op

F̄p
→ Sets

(R,R+) 7→ {((R♯, ι),M, λ)}
where (R♯, ι) is an untilt of R, M ∈ G(W(R+)[ 1

ξ
R♯

]) and λ : GM → Gb an isogeny. Here GM :=

(G,ΦM ) as above.

We denote by W+G the sheaf in groups

W+G(R,R+) = G(W(R+)).

Proposition 2.47. Consider the map WShtG(b)→ ShtG(b) given by

(R♯,M, λ) 7→ (R♯,GM ,ΦM , λ)

The following statements hold.
(1) The map WShtG(b)→ ShtG(b) is a W+G-torsor for the v-topology.
(2) WShtG(b) is formalizing and ShtG(b) is v-formalizing as in Definition 2.28.

Proof. Given N ∈W+G(R,R+) and (R♯,M, λ) ∈WShtG(b)(R,R
+) let

(R♯,M, λ) ⋆ N = (R♯, N−1Mφ(N), λ ◦N).

This action on WShtG(b) makes the map WShtG(b) → ShtG(b) equivariant for the trivial W+G-
action on the target. It suffices to show that the map is v-locally isomorphic to the trivial
W+G-torsor. Since products of points are a basis for the v-topology it suffices to understand the
base changes WShtG(b) ×ShtG(b) Spa (R,R

+) as Spa (R,R+) ranges over products of points. Let
Spa (R,R+) be a product of points, and let (R♯, T ,Φ, λ) ∈ ShtG(b)(R,R

+). Similarly to the proof
of Proposition 2.40, we can glue T along λ over YR+

[r,∞) and use Theorem 2.10 to get (uniquely)
a G-bundle TW over Spec(W(R+)) with a meromorphic ΦW that restricts to (T ,Φ). Now, any
G-bundle on Spec(W(R+)) is trivial. Indeed, it is easy to show that Spec(W(R+)) splits every
étale cover (see [PR22, Proposition 3.2.2]). The choice of a trivialization τ : TW ≃ G specifies a
section (R♯,M, λ) ∈ WShtG(b)(R,R

+) where M ∈ G(W(R+)[ 1
ξ
R♯

] is the unique element making
the following diagram of maps of G-torsors over SpecW(R+)[ 1

ξ
R♯

] commute

φ∗TW G

TW G.

φ∗τ

ΦW M

τ

After chasing definitions one can see that the natural action of W+G on the set of trivializations
acts compatibly with the action specified above.

Let us prove that WShtG(b) is formalizing (see Definition 2.28). Once we prove this, it follows
immediately from surjectivity of the map WShtG(b) → ShtG(b) that ShtG(b) is v-formalizing. Let
Spa (T, T+) ∈ Perf F̄p

, and ϖT ∈ T+ a pseudo-uniformizer. Let (T ♯,M, λ) ∈WShtG(b)(T, T
+), we

construct a natural transformation Spd (T+, T+)→WShtG(b) (see Definition 1.1). Let Spa (L,L+) ∈
Perf F̄p

, a map f : Spa (L,L+) → Spd (T+, T+) induces f : W(T+)[ 1
ξ
T♯

] → W(L+)[ 1
ξ
L♯
], then we

let ML = f(M). Fix a pseudo-uniformizer ϖL ∈ L+. Note that for all r ∈ (0,∞) there is a large
enough r′ ∈ (0,∞) for which the following diagram is commutative
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YL+

[r′,∞] YT+

[r,∞]

SpaW(L+) SpaW(T+).

This map allows us to pullback the isogeny λ to Spa (L,L+). The isogeny constructed in this way
does not depend of the choices of ϖT , ϖL, r or r′. □

Note that ShtG(b) satisfies the valuative criterion for partial properness over Spd Z̆p = SpdZp×
Spd F̄p [Sch17, Definition 18.4]. Indeed, all of the data used to define ShtG(b) (Definition 2.45)
takes place in the exact category of vector bundles over YR+

[0,∞) which is equivalent (by an exact
equivalence) to the category of vector bundles over YR◦

[0,∞) (see Section 2.1.1 for a related discussion).

Lemma 2.48. Let G1 → G2 be a closed embedding of parahoric group schemes over Zp. Let
b1 ∈ G1(Q̆p) and let b2 be the image of b1 in G2(Q̆p). Let Vb1 be the isocrystal with G1 structure

associated to b1 and let Vb2 = Vb1
G1

× G2 be the isocrystal with G2 structure associated to b2. The
induced map WShtG1

(b1)→WShtG2
(b2) is a closed immersion.

Proof. Let Spa (T, T+) ∈ Perf F̄p
be totally disconnected, and let (M,λ) ∈WShtG2

(b2)(T, T
+) (we

suppress the untilt form the notation). By [Sch17, Definition 10.7], it suffices to prove that the
base change along Spa (T, T+) is a closed immersion. Abusing notation, we let (r, λ) represent the
isogeny. After unraveling the definitions, we can think of M and λ as ring maps OG2

→W(T+)[ 1
ξ
T♯

]

and OG2 → BT
+

[r,∞]. Moreover, OG1 = OG2/I where I is the ideal cutting G1 inside of G2. The
base change Spa (T, T+) ×WShtG2

(b2) WShtG1
(b1) is the subfunctor of Spa (T, T+) of those maps

Spa (R,R+) → Spa (T, T+) for which the induced ring morphisms M : OG2
→ W(R+)[ 1

ξ
R♯

] and

λ : OG2 → BR
+

[r,∞] map elements in I to 0. We can fix {i1, . . . , in} ⊆ I a set of generators, and let

mj ∈W(T+)[ 1
ξ
R♯

] (respectively tj ∈ BT
+

[r,∞]) denote the image of ij under M (respectively λ). The
subfunctor in question corresponds to the loci where all the mj and tj are 0. It suffices to show
the more general statement that for any m ∈W(T+)[ 1

ξ
T♯

] (or t ∈ BT+

[r,∞]) the subfunctor of points

in Spa (T, T+) for which the element mR ∈ W(R+)[ 1
ξ
R♯

] is 0 (respectively tR ∈ BR
+

[r,∞] is 0) is a
closed subfunctor (i.e. the inclusion map is a closed immersion).

Fix m ∈ W(T+)[ 1
ξ
T♯

], replacing m by (ξnT ♯ · m) we may assume m ∈ W(T+). Using the
Teichmüller expansion, we can think of m as an element in (T+)N and m restricts to 0 if and only
if each entry restricts to 0. This defines a Zariski closed subset of Spa (T, T+) [Sch17, Definition
5.7].

Now fix t ∈ BT+

[r,∞] ⊆ BT
+

[r,∞) and let Z ⊆ |YR+

[r,∞)| be the set of valuations with |t|z = 0. Let us

clarify what we mean by this. If z ∈ |YR+

[r,∞)| and Spa(A,A+) ⊆ YR+

[r,∞) is an open affinoid subset
containing z we can think of z as given by an equivalence class of continuous valuations

| · |z : A→ Γz ∪ {0}.
If tA denotes the restriction of t to Spa(A,A+), then z ∈ Z if and only if |tA|z = 0. The structure
map π : (YT+

[r,∞))
♢ → Spd (T, T+) is surjective and ℓ-cohomologically smooth [Sch17, Proposition

24.5], therefore it is universally open [Sch17, Proposition 23.11]. Recall that |Spa (T, T+)| =
|Spd (T, T+)| and similarly |YR+

[r,∞)| = |(Y
R+

[r,∞))
♢| [Sch17, Lemma 15.6]. The subfunctor of points

we consider consists of those maps to Spd (T, T+) that factor through

Z ′ = |Spa (T, T+)| \ [π(|YR
+

[r,∞)| \ Z)]
which is a closed subset. Moreover, we claim that this set is both closed and generalizing, so it
defines a closed immersion into Spa (T, T+) ([Sch17, Lemma 7.6]). Indeed, if f : Spa (C,C+) →
Spa (T, T+) is a geometric point that factors through Z ′ it is because f(t) ∈ BC+

[r,∞] is identically
0 in this ring. Nevertheless, if C+ ⊆ C ′+ ⊆ OC is another open and bounded valuation ring, the
map BT

+

[r,∞] → BC
′+

[r,∞] factors through BC
+

[r,∞]. This shows that the map Spa(C,C ′+)→ Spa (T, T+)

also factors through Z ′. □

Lemma 2.49. The map WShtG(b)→ ShtG(b) is quasicompact.

Proof. From Proposition 2.47 we know that WShtG(b) → ShtG(b) is a W+G-torsor. By [Sch17,
Proposition 10.11.(o)], to deduce that the map is quasicompact it suffices to show that W+G →



GEOMETRIC COMPONENTS OF MODULI OF p-ADIC SHTUKAS. 23

Spd F̄p is quasicompact. Now, G is a finitely presented affine scheme over Zp. Suppose that
G = SpecOG with OG = Zp[x1, . . . , xn]/(f1, . . . , fn). Then the set of data t ∈ W+G(R,R+)
corresponds to the choice of n-elements t1, . . . , tn ∈W(R+) = (R+)N subject to the condition that
fi(t1, . . . , tn) = 0. As in the proof of Lemma 2.48 we see that W+G is a closed subfunctor of the
functor

(R,R+) 7→ ((R+)N)n.

This is an infinite dimensional closed unit ball, which is qcqs over Spd F̄p. Indeed, the base change

Spa (R,R+)×Spd F̄p
BN

is representable by Spa(R⟨T
1

p∞

i ⟩n∈N, R
+⟨T

1
p∞

i ⟩n∈N) which is an affinoid perfectoid and in particular
qcqs over Spa (R,R+). □

Proposition 2.50. With notation as in Lemma 2.48 the map ShtG1(b1) → ShtG2(b2) is a closed
immersion. Moreover, ShtG(b)→ Spd Z̆p is separated.

Proof. The second claim follows easily from the first one by letting G2 = G1×Zp
G1 and letting the

map G1 → G2 be the diagonal embedding. Let us prove the first claim. To do this we use that a
closed immersion is the same as an injective and proper map of v-sheaves [AGLR22, Lemma 2.1].
For injectivity, let

ti = (R♯, Ti,Φi, λi) ∈ ShtG1
(b1)(R,R

+) with i ∈ {1, 2}

for some Spa (R,R+) ∈ Perf F̄p
. Assume that t1

G1

× G2 and t2
G1

× G2 are isomorphic where

ti
G1

× G2 := (R♯, Ti
G1

× G2,Φi, λi) with i ∈ {1, 2}.
We can assume that Spa (R,R+) is a product of points. In this case the ti’s lift to WShtG1(b1), say

given by Ti ∈ WShtG1
(b1)(R,R

+) with Ti := (R♯,Mi, λi). Since t1
G1

× G2 ≃ t2
G1

× G2, then T1
G1

× G2
and T2

G1

× G2 are in the same G2(W(R+))-orbit. Now, λi ∈ G1(BR
+

[r,∞)) so λ1 ◦ λ−1
2 ∈ G1(BR

+

[r,∞)) ∩
G2(W(R+)), this intersection is G1(W(R+)) since W(R+) ⊆ BR

+

[r,∞). This and Lemma 2.48 proves
that T1 and T2 are in the same W+G1-orbit, which proves t1 = t2. Let us prove ShtG(b1)→ ShtG(b2)
is proper [Sch17, Definition 18.1, Proposition 18.3]. Since the map is injective then it is also
separated. Since both ShtG(b1) and ShtG(b2) satisfy the valuative criterion of partial properness
[Sch17, Definition 18.4] over Spd Z̆p, the map ShtG(b1)→ ShtG(b2) is also partially proper. The only
thing left to prove is quasi-compactness. Now, by Lemma 2.49 and Lemma 2.48 the composition
WShtG1

(b1) → WShtG2
(b2) → ShtG2

(b2) is a quasi-compact map. Since WShtG1
(b1) → ShtG1

(b1)
is surjective, it follows that ShtG(b1)→ ShtG2

(b2) is also quasicompact. □

As with p-adic Beilinson–Drinfeld Grassmannians, integral moduli spaces of p-adic shtukas admit
bounded versions. Fix a conjugacy class of geometric cocharacters µ ∈ {Gm → GQ̄p

}/ ∼ with field
of definition E. In what follows we let Ĕ denote the compositum of E and Q̆p in Cp. Fix a
geometric point

x : Spa (C,C+)→ ShtG(b)×Spd Z̆p
SpdOĔ given by x = (C♯, f, T ,Φ, λ)

with (C♯, f) an untilt of C over OE . Observe that by Theorem 2.10 the G-torsor T is trivial. Let
us fix a trivialization of τ : T → G. The morphism τ ◦ Φ : φ∗T → G defines a map

yτ,x : Spa (C,C+)→ GrG ×SpdZp
SpdOE .

We say that x has relative position bounded by µ if yτ,x factors throughM≤µ
G,OE

as in Definition 2.42.
By [AGLR22, Proposition 4.13], this condition doesn’t depend on the choice of τ

Definition 2.51. We let Sht≤µG,OĔ
(b) ⊆ ShtG(b)×Spd Z̆p

SpdOĔ denote the subfunctor of tuples

((R♯, ι), f, T ,Φ, λ)
for which the shtuka (T ,Φ) is point-wise bounded by µ.

Remark 2.52. One can give a more conceptual reformulation of Definition 2.51 by considering
Hecke stacks as follows. Let L+GSpdZp denote the positive loop group considered in [SW20, § 19.1]
and [AGLR22, § 4.2]. Let

HkG := [L+GSpdZp
\GrG ]

and
Hk≤µG,OE

:= [L+GSpdOE
\M≤µ

G,OE
] ⊆ HkG ×SpdZp

SpdOE .

Then we have a Cartesian diagrams
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M≤µ
G,OE

GrG ×SpdZp
SpdOE Sht≤µG,OĔ

(b) ShtG(b)×Spd Z̆p
SpdOĔ

Hk≤µG,OE
HkG ×SpdZp

SpdOE Hk≤µG,OĔ
HkG ×SpdZp

SpdOĔ .

Remark 2.53. Whenever G is reductive over Zp, the field of definition µ is always an unramified
extension of Qp since the group itself G = GQp

splits over an unramified extension. In this case,
OĔ = Z̆p.

Let WShtG,OĔ
(b) = WShtG(b)×Spd Z̆p

SpdOĔ , let ShtG,OĔ
(b) = ShtG(b)×Spd Z̆p

SpdOĔ and let

WSht≤µG,OĔ
(b) denote the base change of

WShtG,OĔ
(b)→ ShtG,OĔ

(b)

along Sht≤µG,OĔ
(b). We can consider the map

WSht≤µG,OĔ
(b)→ GrG,OĔ

constructed as follows. Fix

(R♯, f,M, λ) ∈WSht≤µG,OĔ
(b)(R,R+),

and recall that M ∈ G(W(R+)[ 1
ξ
R♯

]) which we may think of as an automorphism of the trivial
G-torsor defined over SpecW(R+)[ 1

ξ
R♯

]. We can consider the tuple

(R♯, f,GM , ψM ) ∈ GrG,OĔ
(R,R+),

where GM is the trivial G-torsor over YR+

[0,∞) and ψM : GM → G is the lattice with G-structure

Definition 2.12 obtained from restricting to YR+

[0,∞) \ V (ξR♯) the map M : G → G which is initially
defined over SpecW(R+)[ 1

ξ
R♯

].

Proposition 2.54. Let µ ∈ {Gm → GQ̄p
}/ ∼ with field of definition E. Then

Sht≤µG,OĔ
(b)→ ShtG(b)×Spd Z̆p

SpdOĔ

is a closed immersion. Moreover, Sht≤µG,OĔ
(b) is v-formalizing as in Definition 2.28.

Proof. We have a pair of Cartesian diagrams:

WSht≤µG,OĔ
(b) WShtG,OĔ

(b) WSht≤µG,OĔ
(b) WShtG,OĔ

(b)

M≤µ
G,OĔ

GrG,OĔ
Sht≤µG,OĔ

(b) ShtG,OĔ
(b)

Since being a closed immersion can be checked v-locally on the target ([Sch17, Proposition 10.11]),
and since WShtG,OĔ

(b) → ShtG,OĔ
(b) is surjective Sht≤µG,OĔ

(b) → ShtG,OĔ
is a closed immersion.

Moreover, by Proposition 2.41 and Theorem 2.44 the map M≤µ
G,OĔ

→ GrG,OĔ
is formally adic

since they are both formally adic over SpdOĔ (see discussion below Definition 2.26). We claim
that WSht≤µG,OĔ

(b) is formalizing and consequently that Sht≤µG,OĔ
(b) is v-formalizing. Indeed, given a

map Spa (R,R+)→WSht≤µG,OĔ
(b) we get a map Spd(R+, R+)→WShtG,OĔ

(b) by Proposition 2.47.

Moreover, the induced map Spd(R+, R+)→ GrG,OĔ
factors through M≤µ

G,OĔ
since Spa(R,R+)→

GrG,OĔ
does. This follows from the fact that SpdR+ ×GrG,O

Ĕ
M≤µ

G,OĔ
is a formally adic closed

subsheaf of Spd(R+, R+) which by [Gle24, Lemma 3.31] has to agree with Spd(R+, R+). □

At the moment we have only proven that Sht≤µG,OĔ
(b) is a separated (Proposition 2.50) and

v-formalizing v-sheaf (Proposition 2.54). This is not enough to construct a specialization map.
Indeed, we still have to show that it is formally separated Definition 2.27 (see Definition 2.29). If
Sht≤µG,OĔ

(b) was formally adic over SpdOĔ , then formal separatedness would follow easily, but this
is not the case. Instead we rely on the following lemma, see [Gle24, Lemma 3.30] for a proof.

Lemma 2.55. Let F be a small v-sheaf. The diagonal F → F ×F is formally adic if and only if
the adjunction morphism (F red)⋄ → F is injective.
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To show that Lemma 2.55 holds for Sht≤µG,OĔ
(b) we identify

(Sht≤µG,OĔ
(b))red : PSchopF̄p

→ Sets

with an affine Deligne–Lusztig variety, and we identify the adjunction map

(Sht≤µG,OĔ
(b))Red → Sht≤µG,OĔ

(b)

as a closed subsheaf.

2.4.1. Affine Deligne–Lusztig varieties. Recall the pioneering works of Rapoport and Kottwitz in
which they initiate the study of affine Deligne–Lusztig varieties [Rap00], [KR03], [Rap05]. Although
at the time, the general definition of an affine Deligne–Lusztig varieties only made sense as a set, one
could use the theory of p-divisible groups and Dieudonné theory to prove that in some cases these
sets could be realized as the F̄p-points of a Rapoport–Zink space [RZ96], which are formal schemes
whose reduced special fiber is a scheme locally of finite presentation over F̄p. In [CKV15] Chen,
Kisin and Viehmann found a way in which one could endow general affine Deligne–Lusztig with
geometric structure, and in particular they were able to meaningfully talk about their connected
components. With the introduction of the Witt vector affine flag variety FℓG,W [Zhu17] and the
proof of its representability [BS17], we now know that affine Deligne–Lusztig varieties always arise
as the F̄p-points of a perfect scheme perfectly of finite presentation [Zhu17, § A.2] over F̄p [HV20,
Theorem 1.2.(1)]. We denote this scheme by X≤µ

G (b) and by abuse of notation we still refer to it
as the affine Deligne–Lusztig variety.

Definition 2.56. Let G be a parahoric group scheme over Zp. Let µ ∈ {Gm → GQ̄p
}/ ∼ be a

conjugacy class of geometric cocharacters, and let b ∈ G(Q̆p). The affine Deligne–Lusztig variety
X≤µ

G (b) is the unique closed subfunctor of FℓG,W such that

X≤µ
G (b)(F̄p) = {g · G(Z̆p) ∈ FℓG,W(F̄p) | G(Z̆p) · g−1bϕ(g) · G(Z̆p) ∈ Adm(µ)}

Here Adm(µ) denotes the µ-admissible set of Kottwitz–Rapoport [KR00], [AGLR22, Definition
3.11].

By [Zhu17, § 3.1.1, Lemma 1.22] [HV20, Theorem 1.2.(1)], X≤µ
G (b) is representable by a per-

fect scheme that is locally perfectly finitely presented. In what follows, we recall an alternative
description of affine Deligne–Lusztig varieties that is more convenient for our purposes.

Let Eb denotes the φ-module with G-structure over SpecW(R)[ 1p ] defined by the isocrystal with
G-structure that b ∈ G(Q̆p) induces. More precisely, Eb = (G,Φb) where G is simply the trivial
G-torsor and

Φb : φ
∗G → G

is the only isomorphism of Spec Q̆p conjugate to b ∈ G(Q̆p) under the canonical identification
φ∗G ≃ G.

Definition 2.57. We consider a functor

SG(b) : PSchop → Sets

with formula
SG(b) : SpecR 7→ {(T ,Φ, λ)}/ ∼

where T is a G-torsor over Spec(W(R)), Φ : φ∗T → T is an isomorphism over Spec(W(R)[ 1p ]) and
λ : T → Eb is a φ-equivariant isomorphism over Spec(W(R)[ 1p ]).

Proposition 2.58. The formula
(T ,Φ, λ) 7→ (T , λ)

defines an isomorphism f : SG(b)→ FℓG,W.

Proof. It suffices to construct an inverse functor. To do this it suffices to observe that Φ is
completely determined by λ, we spell this out as follows. Given (T , ψ) ∈ FℓG,W(SpecR) we
construct an element (T ′,Φ, λ) ∈ SG(b)(SpecR), to do this we consider the following diagram
defined over SpecW(R)[ 1p ]

φ∗T φ∗G G

T G G.

φ∗ψ

Φb

can

b

ψ id
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Then f−1(T , ψ) = (T ′,Φ, λ) is obtained by letting T ′ := T , letting Φ := ψ−1 ◦ Φb ◦ ◦(φ∗ψ), and
by letting λ := ψ. □

Let C be an algebraically closed characteristic p field, suppose we are given x = (T ,Φ, λ) ∈
SG(b)(SpecC). Note that T is a trivial G-torsor, and after fixing a trivialization τ : T → G over
SpecW(C) we obtain a map

xτ : SpecC → FℓG,W.
by considering

(φ∗T , τ ◦ Φ) ∈ FℓG,W(SpecC).

We say that x is bounded by µ if xτ factors through AG,µ ⊆ FℓG,W. Since the admissible locus is
a union of Schubert varieties it is stable under the action of G(W(C)), so this condition does not
depend on the trivialization chosen.

Definition 2.59. We let S≤µG (b) ⊆ SG(b) denote the closed subfunctor of tuples (T ,Φ, λ) such
that on geometric points of SpecR the induced pair (T ,Φ) is bounded by µ.

Proposition 2.60. The isomorphism f : SG(b) → FℓG,W of Proposition 2.58 restricts to an
isomorphism

S≤µG (b)→ X≤µ
G (b).

Proof. Since FℓG,W has an ind-presentation by proper perfectly of finite presentation closed sub-
schemes, any closed subfunctor is determined by its F̄p-points. So it suffices to show that f(S≤µG (b)(F̄p)) =
X≤µ

G (b)(F̄p). Let (G, ψg) ∈ FℓG,W(F̄p) where ψg : G → G is the isomorphism defined over
Spec Q̆p associated to g ∈ G(Q̆p). Then f−1(G, ψg) = (G, ψg−1 ◦ Φb ◦ φ∗ψg, ψg). Moreover,
f−1(G, ψg) ∈ S≤µG (b)(F̄p) if and only if (φ∗G, ψg−1 ◦ Φb ◦ φ∗ψg) ∈ AG,µ(F̄p). But the pair
(φ∗G, ψg−1 ◦ Φb ◦ φ∗ψg) is isomorphic to the pair (G, ψg−1bϕ(g)) so they define the same point
in FℓG,W. Now, for an element a ∈ G(Q̆p) the pair (G, ψa) ∈ AG,µ(F̄p) if and only if

a ∈ G(Z̆p) ·Adm(µ) · G(Z̆p)

since by definition AG,µ is the only closed subsheaf of FℓG,W satisfying that

AG,µ(F̄p) = G(Z̆p) ·Adm(µ) · G(Z̆p)/G(Z̆p) ⊆ G(Q̆p)/G(Z̆p) = FℓG,W(F̄p)

From here it is clear that (G, ψg) ∈ X≤µ
G (F̄p) if and only if (G, ψg−1bϕ(g)) ∈ AG,µ(F̄p). The reasoning

above shows that this is also equivalent to f−1(G, ψg) ∈ S≤µG (b)(F̄p). □

From now on we use X≤µ
G (b) to denote the functor S≤µG (b).

Proposition 2.61. The following statements hold.

(1) There is a natural identification X≤µ
G (b)

∼−→ (Sht≤µG,OĔ
(b))red.

(2) The adjunction map (X≤µ
G (b))⋄ → Sht≤µG,OĔ

(b) is injective.

(3) Sht≤µG,OĔ
(b) is a specializing v-sheaf.

Proof. We first construct a map j : X≤µ
G (b) → (Sht≤µG,OĔ

(b))red. By adjunction, we may construct

h : (X≤µ
G (b))⋄ → Sht≤µG,OĔ

(b) instead. Before sheafification, a map Spa (T, T+) → (X≤µ
G (b))⋄

is given by data (T ,Φ, λ) over SpecT+ as in Definition 2.57 and Definition 2.59. Restricting
to the appropriate loci defines a map Spa (T, T+) → Sht≤µG,OĔ

(b). Indeed, T is a G-torsor over

SpecW(T+) which can be restricted to YT+

[0,∞). Then Φ is a morphism in the category of G-torsors

over SpecW(T+)[ 1p ] which can be restricted to a morphism of G-torsors over YT+

[0,∞) \ V (p) that
is meromorphic along V (p). Finally, λ is defined over SpecW(T+)[ 1p ] which can be restricted to

YT+

(0,∞).
Since X≤µ

G (b) is representable, full faithfulness of ⋄ on the category of perfect schemes implies
that the unit of the adjunction X≤µ

G (b) → ((X≤µ
G (b))⋄)red is an isomorphism [Gle24, Proposition

3.16] [SW20, Proposition 18.3.1]. To prove j is injective it suffices to prove that h is. Indeed,
(−)red is a right adjoint functor so it preserves monomorphisms and j is obtained as the following
composition

X≤µ
G (b)

≃−→ ((X≤µ
G (b))⋄)red

hred

−−→ (Sht≤µG,OĔ
(b))red.
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Take maps g1, g2 : Spa (R,R+)→ (X≤µ
G (b))⋄. Injectivity can be proved v-locally. Moreover, since

X≤µ
G (b) is representable, we can identify the set of maps

(X≤µ
G (b))⋄(Spa (R,R+)) ≃ X≤µ

G (b)(SpecR+)

as long as Spa (R,R+) splits every open cover. Totally disconnected spaces form a basis for the
v-topology with this property [Sch17, Definition 7.1, Lemma 7.18]. Without loss of generality,
the gi are given by data (Ti,Φi, λi) over Spec(W(R+)), Spec(W(R+)[ 1p ]) and Spec(W(R+)[ 1p ]) and

the h ◦ gi is given by restriction to YR+

[0,∞), Y
R+

[0,∞) \ V (p) and YR+

[r,∞) respectively. It follows from
h ◦ g1 = h ◦ g2 and Theorem 2.7 that g1 = g2. This finishes showing that h and j are injective.
Granted that j is surjective, this also finishes the proof of the first statement.

Let us prove surjectivity of j. We show that every map f : SpecA → (Sht≤µG,OĔ
(b))red can be

lifted uniquely to a map SpecA→ X≤µ
G (b). Now, any such map factors as the composition

SpecA
≃−→ ((SpecA)⋄)red

gred−−→ (Sht≤µG,OĔ
(b))red

where g : (SpecA)⋄ → Sht≤µG,OĔ
(b) is the map that corresponds to f by adjunction. It suffices to

lift g to a map e : SpecA⋄ → X≤µ
G (b)⋄ with h ◦ e = g, since in this case we get a diagram

SpecA ((SpecA)⋄)red

X≤µ
G (b) (X≤µ

G (b)⋄)red Sht≤µG,OĔ
(b))red.

≃

ered
gred

≃ hred

Fix g : Spec(A)⋄ → Sht≤µG,OĔ
(b), we construct a commutative diagram

(SpecA)⋄ Sht≤µG,OĔ
(b)

X≤µ
G (b)⋄

g

e h

by interpreting all of the objects involved as v-sheaves in the full subcategory of Perf F̄p
whose

objects are product of points Definition 2.8 and by exhibiting a natural transformation that gives
rise to e.

Fix t : Spa (R,R+) → Spec(A)⋄ a map with Spa (R,R+) a product of points. We construct
below a unique f ′ fitting in the following commutative diagram

Spa (R,R+) Spec(A)⋄

(X≤µ
G (b))⋄ Sht≤µG,OĔ

(b).

t

f ′ g

h

Fix a pseudo-uniformizer ϖ ∈ R+, we let Spa (R∞, R
+
∞) be a second product of points defined

by R+
∞ =

∏∞
i=1R

+ with pseudo-uniformizer ϖR∞ = (ϖi)∞i=1. This product of points comes with
a family of closed embeddings ιi : Spa (R,R+) → Spa (R∞, R

+
∞) given in coordinates by the

projections onto the ith-factor. The diagonal ∆t : A →
∏∞
i=1R

+ induces ∆t : Spa (R∞, R
+
∞) →

Spec(A)⋄ with ∆t ◦ ιi = t for every i. Since Spa (R∞, R
+
∞) is a product of points, by Theorem 2.10,

the map g ◦∆t can be represented by a triple (TR∞ ,ΦR∞ , λR∞) with TR∞ trivial. After choosing
a trivialization, λR∞ is given by a map OG → B

R+
∞

[r,∞]. Moreover, since g ◦∆t ◦ ιi = g ◦∆t ◦ ιj for

all i and j, the various λ∗i : OG → B
R+

∞
[r,∞]

ιi−→ BR
+

[ri,∞] all lie in the same G(W(R+))-orbit. Clearly,
G(W(R+

∞)) =
∏∞
i=1 G(W(R+)). By changing the trivialization, we may assume that ri = rj =: r

and λ∗i = λ∗j =: λ∗R for all 1 ≤ i, j <∞. We claim that λ∗R factors through W(R+)[ 1p ].

Take t ∈ OG and consider s = λ∗R∞
(t) ∈ BR

+
∞

[r,∞]. After enlarging r if necessary, we may assume

r = n ∈ N. In particular, pk · s lies in the p-adic completion of W(R+
∞)[

[ϖR∞ ]
pn ] for some k. Let

Li ⊆ BR
+

[ 1i ,∞]
denote the p-adic completion of W(R+)[ [ϖ

i]
p ], this is a ring of definition. The argument

above shows that for all i the element ιi(pk · s) lies in Li. In other words, pk · λ∗R(t) ∈
⋂
i∈N Li. By

Lemma 2.62 below, this intersection is W(R+) proving the claim.
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Since the triple (TR∞ ,ΦR∞ , λR∞) is defined over Spec(W(R+)) and Spec(W(R+)[ 1p ]), it defines
a map Spec(R+) → X≤µ

G (b). The composition, Spa (R,R+) → Spec(R+)⋄ → (X≤µ
G (b))⋄, defines

f ′. This finishes the proof of the first statement.
To prove Sht≤µG,OĔ

(b) is a specializing v-sheaf Definition 2.29 we need to prove it is formally
separated and v-formalizing. That it is formally separated follows from Lemma 2.55 ([Gle24,
Lemma 3.30]) and Proposition 2.50. That it is v-formalizing is Proposition 2.54. □

Lemma 2.62. Let Spa(R,R+) be affinoid perfectoid. Let ϖ ∈ R+ be a choice of pseudo-uniformizer.
For n ∈ N let Ln denote the p-adic completion of W(R+)[ [ϖ

n]
p ]. For n ≥ m consider the natural

inclusion Ln ⊆ Lm. Then the natural map induces an isomorphism of rings

W(R+)
≃−→

⋂
i∈N

Li.

Proof. Let Ain = (W(R◦)[ [ϖ
i]
p ])/(pn, [ϖ]n). Then Li = lim←−n∈NA

i
n and we can interpret the inter-

section as a limit ⋂
i∈N

Li = lim←−
i∈N

lim←−
n∈N

Ain.

We can compute lim←−n∈N lim←−i∈NA
i
n instead. Let A∞

n denote the ring W(R+)/(pn, [ϖ]n). We claim
that the set of maps W(R+)→ Ain induces an identification A∞

n ≃ lim←−i∈NA
i
n. Indeed,

Ain = (W(R+)[Ti]/pTi − [ϖi])⊗W(R+) A
∞
n

and the transition maps Ai+1
n → Ain are the one obtained from the rule Ti+1 7→ [ϖ]Ti. When

i ≥ n this simplifies to Ain = W(R+)[Ti]/(p
n, [ϖ]n, pTi) and for such i the map Ai+nn → Ain is the

map with Ti+n 7→ 0. We see that the only polynomials in Ain that have a preimage in Ai+nn are
the constant ones. This shows W(R+)/(pn, [ϖ]n) ≃ lim←−i∈NA

i
n. Since W(R+) is (p, [ϖ])-adically

complete, W(R+) ≃ lim←−n∈N lim←−i∈NA
i
n. □

Lemma 2.63. The adjunction map (X≤µ
G (b))⋄ → Sht≤µG,OĔ

(b) arising from the identification of

Proposition 2.61 is a closed immersion. In particular, (Sht≤µG,OĔ
(b),Sht≤µ

G,Ĕ
(b)) is a smelted kimber-

lite as in Definition 2.37.

Proof. Recall that X≤µ
G (b) is a closed subfunctor of FℓG,W [Zhu17, § 3.1.1, Lemma 1.22]. Moreover,

by [BS17, Corollary 9.6] we may write

FℓG,W = ∪n∈NSn

as in increasing union of schemes Sn each of which is the perfection of a projective scheme over F̄p.
We can write

X≤µ
G (b)⋄ =

⋃
n∈N

(X≤µ
G (b) ∩ Sn)⋄.

Each of the terms (X≤µ
G (b) ∩ Sn)⋄ is proper over Spd F̄p, since they come from a proper per-

fectly finitely presented scheme over F̄p. Consequently, (X≤µ
G (b) ∩ Sn)⋄ → Sht≤µG,OĔ

(b) is a closed
immersion [AGLR22, Lemma 2.1].

Now, X≤µ
G (b) is locally perfectly of finite type [HV20, Theorem 1.2]. For all x ∈ |X≤µ

G (b)|,
we fix Ux = SpecA with x ∈ Ux, and such that A is the perfection of a finite type algebra over
F̄p. Observe that |Ux| is a Noetherian topological space. We claim that there is n ∈ N for which
Ux = Ux ∩ Sn. Indeed, if Ux is Noetherian then every Zariski closed subset is an open subset in
the constructible. For a scheme X we consider its constructible topology and denote it by Xcons.
Since U cons

x is compact and U cons
x ⊆ ∪n∈N(Ux ∩ Sn)cons is a nested open cover, we may find finite

n large enough that already contains U cons
x .

By Proposition 2.61 and [Gle24, Proposition 4.14] we have a specialization map

sp : |Sht≤µG,OĔ
(b)| → |X≤µ

G (b)|.

Let Vx = (sp)−1(Ux) for x ∈ |X≤µ
G (b)| and Ux as above, this forms an open cover of Sht≤µG,OĔ

(b).

By the last statement of Lemma 2.32 above, to show that Sht≤µG,OĔ
(b) is a prekimberlite it suffices

to show that each Vx is a prekimberlite. This reduces us to showing that (V red
x )⋄ → Vx is a closed

immersion. Now, the adjunction map (Ux)
⋄ → Vx fits in the following diagram
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U⋄
x U⋄

x Vx

(Sn ∩X≤µ
G (b))⋄ (X≤µ

G (b))⋄ Sht≤µG,OĔ
(b).

Id

By Lemma 2.32, the map Vx → Sht≤µG,OĔ
(b) is formally adic, so the above diagram is Cartesian.

This shows that U⋄
x → Vx is a closed immersion.

Let us show the final statement. Proposition 2.61 proves that Sht≤µG,OĔ
(b) is a specializing v-sheaf

and that (Sht≤µG,OĔ
(b))red is represented by a scheme. The argument above shows that Sht≤µG,OĔ

(b) is

a prekimberlite as in Definition 2.31. Since Sht≤µG,OĔ
(b)→ Spd(OĔ) is partially proper, by [Gle24,

Proposition 4.32, Definition 4.30] it is a valuative prekimberlite. Finally, by [SW20, Theorem
23.1.4] Sht≤µ

G,Ĕ
(b) is a locally spatial diamond. Consequently, (Sht≤µG,OĔ

(b),Sht≤µ
G,Ĕ

(b)) is a smelted
kimberlite as in Definition 2.37. □

2.5. Tubular neighborhoods and a local model correspondence. Let us fix k an alge-
braically closed field in characteristic p endowed with a fix embedding F̄p ⊆ k. Fix a pair (D,ΦD)
with D a G-torsor over Spec(W(k)) and ΦD : φ∗D → D an isomorphism over Spec(W(k)[ 1p ]). Fix
T ⊆ B ⊆ GQ̄p

a maximal torus and a Borel respectively, fix µ ∈ X+
∗ (T ). Let E denote the reflex

field of µ with E0 ⊆ E the maximal unramified extension of Qp in E. We let Ĕk = E ⊗E0 W(k).
We can define “coordinate-free” versions of some moduli spaces that we studied in the previous

sections (Definition 2.39, Definition 2.42, Definition 2.45, Definition 2.51):

Definition 2.64. We consider functors

GrD,ShtD,M≤µ
D,OĔk

,Sht≤µD,OĔk

: Perfopk → Sets

(1) With GrD(R,R
+) = {(((R♯, ι), f), T , ψ)}/≃ where ((R♯, ι), f) is an untilt ofR over Spa(W(k)),

T is a G-torsor over YR+

[0,∞) and ψ : T → D is an isomorphism defined over YR+

[0,∞) \ V (ξR♯)

that is meromorphic along ξR♯ .
(2) With ShtD(R,R

+) = {(((R♯, ι), f), T ,Φ, λ)}/≃ where ((R♯, ι), f) is an untilt of R over
Spa(W(k)), (T ,Φ) is a shtuka with G-structure as in Definition 2.13, and λ : T → D is an
isogeny as in Definition 2.17.

(3) We define M≤µ
D,OĔk

and Sht≤µD,OĔk

by requiring the same boundedness conditions as in
Remark 2.52. Namely, we require that the following diagrams are Cartesian.

M≤µ
D,OĔk

GrD ×SpdW(k) SpdOĔk
Sht≤µD,OĔk

ShtD ×SpdW(k) SpdOĔk

Hk≤µG,OĔk

HkG ×SpdZp
SpdOĔk

Hk≤µG,OĔk

HkG ×SpdZp
SpdOĔk

The functors GrD and ShtD come with canonical sections cD : Spec(k)⋄ → GrD and cD :
Spec(k)⋄ → ShtD given by (φ∗D,ΦD) and (D,ΦD, Id) respectively. Fixing an isomorphism τ : D ≃
G induces natural isomorphisms

τ : GrD ≃ GrG ×SpdZp
SpdW(k),

and
τ :M≤µ

D,OĔk

≃M≤µ
G,OĔ

×SpdOĔ
SpdOĔk

.

Analogously, given a φ-equivariant isomorphism τ : D ≃ Eb over Spec(W(k)[ 1p ]) it induces isomor-
phisms

τ : ShtD ≃ ShtG(b)×Spd Z̆p
SpdW(k)

and
τ : Sht≤µD,OĔk

≃ Sht≤µG,OĔ
(b)×SpdOĔ

SpdOĔk
.

Moreover, if we are given a section σ : Spec(k)⋄ → GrG (respectively σ : Spec(k)⋄ → ShtG(b))
we can find (D,ΦD) and an isomorphism τ : D ≃ G over SpecW(k) (respectively φ-equivariant
isomorphism over SpecW(k)[ 1p ] τ : D → Eb) making the diagrams below commutative
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GrD ShtD

Spec(k)⋄ Spec(k)⋄

GrG ×SpdZp
SpdW(k) ShtG(b)×Spd Z̆p

SpdW(k).

τ τ

cD

σ

cD

σ

Indeed, by Proposition 2.41, σ : Spec(k)⋄ → GrG can be represented by data (G,Ψ) with
Ψ ∈ G(W(k)[ 1p ]), we can then let D = G and ΦD be given as ΦD : φ∗G ≃ G Ψ−→ G. Here τ = IdG .

Similarly, by Proposition 2.61, a map σ : Spec(k)⋄ → ShtG(b) can be represented by (G,Φ, ρ).
In this case we let D = G and ΦD = Φ and τ = ρ.

Since k is algebraically every closed point of (M≤µ
G,OĔ

×SpdOĔ
SpdOĔk

)red = AG,µ,k arises from
a section

σ : Spec k⋄ →M≤µ
G,OĔ

×SpdOĔ
SpdOĔk

,

and similarly every closed point of (Sht≤µG (b)×SpdOĔ
SpdOĔk

)red = X≤µ
G,k(b) arises from a section

σ : Spec k⋄ → Sht≤µG (b)×SpdOĔ
SpdOĔk

.

Constructing τ and (D,ΦD) as above and passing to formal neighborhoods of closed points
Definition 2.34 we get identifications

̂Sht≤µG (b)×SpdOĔ
SpdOĔk/σ

≃τ ̂Sht≤µD,OĔk /cD

̂M≤µ
G,OĔ

×SpdOĔ
SpdOĔk/σ

≃τ M̂≤µ
D,OĔk /cD

This reduces our study of formal neighborhoods at closed points to the study of the spaces

M̂≤µ
D,OĔk /cD

and ̂Sht≤µD,OĔk /cD

as we vary the pair (D,ΦD). We may think of these spaces as “deformation spaces” of the pair
(D,ΦD). We have the following conjecture.

Conjecture 2.65. With the notation as above, there exists an isomorphism of v-sheaves

M̂≤µ
D,OĔk /cD

≃ ̂Sht≤µD,OĔk /cD
.

Remark 2.66. A previous version of this material contained a flawed proof of Conjecture 2.65
which was used as a stepping stone to prove Theorem 2.77. The flaw was found and communicated
to us by Pappas and Rapoport while they were working on [PR24]. Soon after, we found a different
argument to show Theorem 2.77 by exploiting the correspondence described in Theorem 2.69 and
avoiding the use of the difficult Conjecture 2.65. The correspondence described in Theorem 2.69
has been used to great success by Pappas and Rapoport in their works [PR24] and [PR22].

Remark 2.67. During the revision process of this article there has been a lot of progress in proving
Conjecture 2.65 when µ is assumed to be minuscule. Notably, [PR22] for the local abelian type
case, [Bar22], [Ito23] for hyperspecial case and [Tak24] for the unramified group case.

In what follows we formulate and prove Theorem 2.69 which allows us to bypass Conjecture 2.65.
We first need to set some notation.

Definition 2.68. We define small v-sheaves as follows

L̂+
WGD, ŴGrD,

̂WM≤µ
D,OĔk

, ŴShtD,
̂WSht≤µD,OĔk

: Perfopk → Sets .

(1) With L̂+
WGD(R,R

+) = {(((R♯, ι), f), g)} where ((R♯, ι), f) is an isomorphism class of untilts
of R over SpaW(k), g : D → D is an automorphism over Spec(W(R+)) subject to the
following condition. We require that there exists a pseudo-uniformizerϖg ∈ R+, depending

of g, such that the restriction of g to Spec(W(R+)/[ϖg]) is the identity. We define L̂+
WGφ∗D

exchanging the role of D for φ∗D.
(2) With ŴGrD(R,R

+) = {((R♯, ι, )f), T , ψ, σ}/≃ where ((R♯, ι), f) is an untilt of R over
SpaW(k), T is a G-torsor over Spec(W(R+)), ψ : T → D is an isomorphism over
Spec(W(R+)[ 1ξ ]) and σ : T → φ∗D is an isomorphism over Spec(W(R+)) subject to the fol-
lowing condition. We require that there is exists a pseudo-uniformizer ϖ ∈ R+ depending
on the data for which ΦD ◦ σ = ψ when the data is restricted to Spec(W(R+)/[ϖ]).
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(3) With ŴShtD(R,R
+) = {((R♯, ι), f), T ,Φ, λ, σ}/≃ ((R♯, ι), f) is an untilt ofR over SpaW(k),

T is a G-torsor over Spec(W(R+)), Φ : φ∗T → T is an isomorphism over Spec(W(R+)[ 1ξ ]),

λ : T → D is an isogeny over YR+

[r,∞] and σ : T → D is an isomorphism over Spec(W(R+))

subject to the following condition. We require that there exists a pseudo-uniformizer
ϖ ∈ R+ depending on the data for which σ = λ when restricted to Spec(BR

+

[r,∞]/[ϖ]).

(4) We define ̂WM≤µ
D,OĔk

or ̂WSht≤µD,OĔk

by requiring the same boundedness conditions as in
Remark 2.52. Namely, we require that the following diagrams are Cartesian.

̂WM≤µ
D,OĔk

ŴGrD ×W(k) SpdOĔk

̂WSht≤µD,OĔk

ŴShtD ×SpdW(k) SpdOĔk

Hk≤µG,OĔk

HkG ×SpdZp
SpdOĔk

Hk≤µG,OĔk

HkG ×SpdZp
SpdOĔk

Theorem 2.69. Given (D,ΦD) and µ ∈ X∗(TQ̄p
) as above, and with notation as in Definition 2.68

we have a natural identification
̂WSht≤µD,OĔk

≃ ̂WM≤µ
D,OĔk

and consequently we have a correspondence

̂WSht≤µD,OĔk

≃ ̂WM≤µ
D,OĔk

̂Sht≤µD,OĔk /cD
M̂≤µ

D,OĔk /cD

Moreover, both arrows are L̂+
WGD-torsors.

Remark 2.70. We emphasize that although the maps ̂WSht≤µD,OĔk

→ ̂Sht≤µD,OĔk /cD
and ̂WM≤µ

D,OĔk

→

M̂≤µ
D,OĔk /cD

are L̂+
WGD-torsors, the natural isomorphism ̂WSht≤µD,OĔk

≃ ̂WM≤µ
D,OĔk

is not equivari-

ant for the L̂+
WGD-action.

Standard arguments using Proposition 2.11 will prove that the objects in Definition 2.68 are
v-sheaves. In what follows, we will systematically suppress the untilt of R over SpaW(k) from
the notation. There are natural maps ŴGrD → GrD and ŴShtD → ShtD over SpdW(k). After
suppressing the untilt the map can be described as follows. The first one takes a tuple (T , ψ, σ)
and assign (T , ψ). The second one takes (T ,Φ, λ, σ)) and assigns (T ,Φ, λ).

The first map is L̂+
WGφ∗D-equivariant when we endow ŴGrD with the action

g ⋆ (T , ψ, σ) 7→ (T , ψ, g ◦ σ)
and when we endow GrD with the trivial action.

Similarly, the second map is L̂+
WGD-equivariant when we endow ŴShtD with the action

g ⋆ (T ,Φ, λ, σ) 7→ (T ,Φ, λ, g ◦ σ)
and where we endow ShtD with the trivial action. Lemma 2.71 and Lemma 2.72 below explain the
structure of the maps ŴGrD → GrD and ŴShtD → ShtD below.

Lemma 2.71. The map ŴGrD → GrD factors surjectively onto ĜrD/cD . Moreover, the map

ŴGrD → ĜrD/cD

is a L̂+
WGφ∗D-torsor.

Proof. Observe that if m : Spa(A,A+) → ŴGrD is a map with the source being an affinoid
perfectoid thenm formalizes Definition 2.28. Indeed, given (T , ψ, σ) ∈ ŴGrD(A,A

+) and a map f :
Spa (B,B+)→ Spd(A+, A+), we form (f∗T , f∗ψ, f∗σ) with f∗T defined over Spec(W(B+)), f∗ψ :
f∗T → D defined over Spec(W(B+)[ 1

f(ξ) ]) and f∗σ : f∗T → f∗φ∗D defined over Spec(W(B+)).
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To prove this triple satisfies the constraints, take ϖA ∈ A+ such that after restricting the data
to Spec(W(A+)/[ϖA]) the identity ΦD ◦ σ = ψ holds. Then f(ϖA) is topologically nilpotent.
In particular, for any pseudo-uniformizer ϖB ∈ B+ that divides f(ϖA) when one restricts the
appropriate objects to Spec(W(B+)/[ϖB ]) the equation ΦD ◦ f∗σ = f∗ψ holds as we wanted to
show.

To prove that ŴGrD → GrD factors through ĜrD/cD it suffices to show that given Spd(A+, A+)→
ŴGrD described by a triple (T , ψ, σ) as above the induced map Spd(A+, A+)red → GrredD factors
through the canonical section cD : Spec(k)⋄ → GrredD . Let A+

red = A+/A◦◦. After restricting
(T , ψ, σ) to SpecW(A+

red) we get ΦD ◦ σ = ψ, and Spec(A+
red)

⋄ → GrD is given by (T , ψ). Now,
one can use σ to construct an isomorphism (T , ψ) ≃ (φ∗D,ΦD), so the map factors through
cD : Spec(k)⋄ → GrD.

To prove ŴGrD → ĜrD/cD is surjective it suffices to lift maps valued on product of points.
Let S = Spa(R,R+) be a product of points Definition 2.8. After suppressing the untilt from the
notation, a S-valued point of ĜrD/cD is given by data (T , ψ) with T defined over Spec(W(R+))

and ψ : T → D defined over Spec(W(R+)[ 1
ξ
R♯

]) such that (T , ψ) becomes isomorphic to (φ∗D,ΦD)

when one restricts the data to W(R+
red) and W(R+

red)[
1
p ]. Indeed, this follows from Theorem 2.10.

The isomorphism σred : (T , ψ)→ (φ∗D,ΦD) over W(R+
red) is unique and given by σred = Φ−1

D ◦ ψ
since it has to satisfy the commutative diagram

T

D

φ∗D.

ψ

σred

ΦD

We define σ̃ := Φ−1
D ◦ ψ : T → φ∗D over YR+

[r,∞] for r sufficiently big (avoiding V (ξ)), clearly
σ̃ restricts to σred. Using Lemma 2.21 we find σ : T → φ∗D such that σ = σ̃ when restricted
to Spec(BR

+

[r,∞]/[ϖ
′]) for some pseudo-uniformizer ϖ′ ∈ R+. In particular ΦD ◦ σ = ψ over

Spec(W(R+)/[ϖ′]). The data (T , ψ, σ) defines Spa (R,R+) → ŴGrD lifting the original map
Spa (R,R+)→ ĜrD/cD .

To prove ŴGrD ×GrD ŴGrD ≃ L̂+
WGφ∗D ×SpdW(k) ŴGrD, take two sets of data (Ti, ψi, σi) over

Spa (A,A+) with (T1|YA+

[0,∞)

, ψ1|YA+

[0,∞)
\V (ξ)

) ≃ (T2|YA+

[0,∞)

, ψ2|YA+

[0,∞)
\V (ξ)

). The isomorphism must be

given by ψ−1
1 ◦ ψ2 and by the full faithfulness of Theorem 2.7 it extends to Spec(W(A+)). Let

g = σ1 ◦ ψ−1
1 ◦ ψ2 ◦ σ−1

2 : φ∗D → φ∗D.

By hypothesis, σi◦ψ−1
i = Φ−1

D on Spec(W(A+)/[ϖi]) for suitable choices ofϖi ∈ A+. Consequently,

(g, T2, ψ2, σ2) ∈ [L̂+
WGφ∗D ×SpdW(k) ŴGrD](A,A

+),

since the construction is functorial we get a map ŴGrD ×GrD ŴGrD → L̂+
WGφ∗D ×SpdW(k) ŴGrD.

On the other hand, to (g, T , ψ, σ) we associate the pair of tuples (T , ψ, g ◦ σ) and (T , ψ, σ). These
constructions are inverses of each other. □

Lemma 2.72. The map ŴShtD → ShtD factors surjectively onto ŜhtD/cD . Moreover, ŴShtD →
ŜhtD/cD is a L̂+

WGD-torsor.

Proof. That ŴShtD → ShtD factors surjectively onto ŜhtD/cD follows closely the argument of

Lemma 2.71, and we omit the details. To prove that ŴShtD ×ShtD ŴShtD ≃ L̂+
WGD ×SpdW(k)

ŴShtD, take two sets of data (Ti,Φi, λi, σi) over Spa (A,A+) with (T1|YA+

[0,∞)

,Φ1|YA+

[0,∞)
\V (ξ)

, λ1) ≃

(T2|YA+

[0,∞)

,Φ2|YA+

[0,∞)
\V (ξ)

, λ2). The isomorphism must be the unique lift of λ−1
1 ◦ λ2 : T2 → T1 to

YA+

[0,∞). Glueing along the λi and by the fully-faithfulness part of Theorem 2.7 λ−1
1 ◦ λ2 extends to

Spec(W(A+)). Moreover, letting

g = σ1 ◦ λ−1
1 ◦ λ2 ◦ σ

−1
2 : D → D
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we have σ1 ◦ λ−1
1 = Id = λ2 ◦ σ−1

2 over Spec(BA
+

[r,∞]/[ϖA]) for suitable ϖA ∈ A+. We associate to

the original data the tuple (g, T2,Φ2, λ2, σ2) ∈ [L̂+
WGD ×SpdW(k) ŴShtD](A,A

+) giving the left to
right map. One can construct the inverse using the action map as in the proof of Lemma 2.71. □

We can now prove Theorem 2.69.

Proof. (of Theorem 2.69). Let τ = (φ)−1. Observe that θ : L̂+
WGD → L̂+

WGφ∗D given by g 7→ φ∗g

is an isomorphism with inverse h 7→ τ∗h. Using θ we can endow ŴGrD with a L̂+
WGD action, and

the projection π : ŴGrD → ĜrD/cD of Lemma 2.71 becomes a L̂+
WGD-torsor.

We construct an isomorphism Θ : ŴGrD → ŴShtD, given on (A,A+)-valued points by

(T , ψ, σ) 7→ (τ∗T ,Φ, λ, τ∗σ).

Here Φ : T → τ∗T is defined by Φ = (τ∗σ)−1 ◦ ψ, and λ : τ∗T → D is constructed as follows.
Consider the following (non-commutative �) diagram,

T φ∗D

τ∗T D

σ

Φ ΦD

τ∗σ

defined over YA+

[r,∞] for big enough r avoiding V (ξ).
By hypothesis, there is ϖ ∈ A+ with ψ = ΦD ◦ σ over Spec(W(R+)/[ϖ]). Consequently,

τ∗σ ◦ Φ = ΦD ◦ σ over Spec(BA
+

[r,∞]/[ϖ]). By Lemma 2.24, we can construct λ as the unique

isogeny over YA+

[r,∞] lifting τ∗σ with λ = τ∗σ over Spec(BA
+

[r,∞]/[ϖ]). The uniqueness of λ makes

this construction functorial so that Θ : ŴGrD → ŴShtD is well-defined.
The inverse Ω = Θ−1 is given on (A,A+)-valued points by

(T ,Φ, λ, σ) 7→ (φ∗T , σ ◦ Φ, φ∗σ).

Direct computations show Ω ◦Θ = Id, and that Θ ◦ Ω(T ,Φ, λ, σ) = (T ,Φ, λ′, σ) for some λ′ with
λ′ = σ = λ over BA

+

[r,∞]/[ϖ]. The uniqueness part of Lemma 2.24 proves λ = λ′ and Θ ◦ Ω = Id.
One shows directly that both Θ and Ω preserve the boundedness conditions so that

Θ : ̂WM≤µ
D,OĔk

→ ̂WSht≤µD,OĔk

is also an isomorphism. More precisely, we have a commutative diagram.

ŴGrD ŴShtD

HkG ×SpdZp
SpdW(k)

Θ

Ω

and the isomorphism Θ : ̂WM≤µ
D,OĔk

≃ ̂WSht≤µD,OĔk

is obtained from the diagram above by pulling
back along the closed immersion

Hk≤µG,OĔk

→ HkG ×SpdZp
SpdOĔk

.

□

In what follows we will apply Theorem 2.69 to deduce Theorem 2.77. For this we have to
understand how local behavior (at formal neighborhoods of closed points) glues to describe global
behavior over the rest of our v-sheaf. For this we recall some terminology introduced in [Gle24]
that try to capture finiteness hypothesis on a v-sheaf.

Definition 2.73. We say that a locally spatial diamond X is constructibly Jacobson if the subset
of rank 1 points are dense for the constructible topology of |X|. We refer to them as cJ-diamonds.

Definition 2.74. Let K = (F ,D) be a smelted kimberlite.
(1) We say that K is rich if D is a cJ-diamond, |F red| is locally Noetherian and spD : |D| →
|F red| is surjective.

(2) If K is rich we say it is topologically normal if for every closed point x ∈ |F red| the tubular
neighborhood K⊚

/x is connected.
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(3) We say that a kimberlite F is rich (respecitvely topologically normal) if the pair (F ,Fan)
is rich (respectively topologically normal).

Theorem 2.75 ([AGLR22],[GL24]). If C/E is an algebraically closed non-Archimedean field ex-
tension, then M≤µ

G,OC
is rich and topologically normal kimberlite.

Proof. That (M≤µ
G,OC

)an is a cJ-diamond follows from [AGLR22, Corollary 4.7] and [Gle24, Propo-
sition 4.51]. Since (M≤µ

G,OC
)red is the perfection of a projective scheme Theorem 2.44, it is locally

Noetherian. To show thatM≤µ
G,OC

is rich it suffices to see that the specialization map is surjective,
but this follows from [AGLR22, Proposition 2.34, Proposition 4.14]. Topological normality (or
unibranchness) is [GL24, Theorem 1.3]. □

We now show that moduli spaces of p-adic shtukas are rich and topologically normal as in
Definition 2.74.

Theorem 2.76. The pair K = (Sht≤µG,OĔ
(b),Sht≤µ

G,Ĕ
(b)) is a rich and topologically normal smelted

kimberlite.

Proof. Lemma 2.63 proves that this pair is a smelted kimberlite. By Theorem 2.75, M≤µ
G,C and

consequently M≤µ
G,Ĕ

are cJ-diamonds, [Gle24, Proposition 4.46.(1)]. In [SW20, Proposition 23.3.3]

it is proven that the period morphism Sht≤µ
G,Ĕ

(b) → M≤µ
G,Ĕ

is étale, so by [Gle24, Proposition

4.46] Sht≤µ
G,Ĕ

(b) is also a cJ-diamond. By [HV20, Theorem 1.1], we know that X≤µ
G (b) is locally

Noetherian. To show that K is rich it suffices to show that the specialization map is surjective.
By [Gle24, Lemma 5.23], we are reduced to showing that for any nonarchimedean field extension

C/W(k)[ 1p ] with C algebraically closed, the specialization map of the base change Sht≤µG,OC
(b) is

surjective on closed points. To show that K is rich it is then enough to prove that for any such
C the p-adic tubular neighborhoods of Sht≤µG,OC

(b) are non-empty. Moreover, to show that K
is topologically normal it suffices to show that the tubular neighborhoods are connected. Non-
emptiness and connectedness follow from Theorem 2.69 and Theorem 2.75. Indeed, if k = kC
denotes the residue field of OC we may apply Theorem 2.69 to compare

(Sht≤µG,OĔk

(b))⊚/x ×Spd Ĕk
SpdC with (M≤µ

G,OĔk

)⊚/y ×Spd Ĕk
SpdC

for some y.
More precisely, we have the following diagram

̂WSht≤µD,OĔk

×SpdOĔk
SpdC ≃ ̂WM≤µ

D,OĔk

×SpdOĔk
SpdC

(Sht≤µG,OC
(b))⊚/x ≃ (Sht≤µD,OC

)⊚/cD (M≤µ
D,OC

)⊚/cD ≃ (M≤µ
G,OC

)⊚/y

To show that (Sht≤µG,OC
(b))⊚/x is non-empty it suffices to know that (M≤µ

G,OC
)⊚/y is non-empty, but

this directly follows from Theorem 2.75. To show that (Sht≤µG,OC
(b))⊚/x is connected it suffices by

Lemma 2.72 to show that ̂WSht≤µD,OĔk

×SpdOĔk
SpdC is connected. That M≤µ

G,OC
is topologically

normal, means that (M≤µ
G,OC

)⊚/y is connected for all closed points y. Consequently, (M≤µ
D,OC

)⊚/cD is
connected and since

̂WM≤µ
D,OĔk

×SpdOĔk
Spd Ĕk → (M≤µ

D,OĔk

)⊚/cD

is a L̂+
WGD-torsors and the group L̂+

WGD is connected [PR24, Proposition 3.4.7] we conclude that

the space ̂WSht≤µD,OĔk

×SpdOĔk
SpdC is also connected. □

We finish this section with the proof of one of our main theorem. For the convenience of the
reader we recall the notation. Let G be a parahoric group scheme over Zp, with generic fiber G
over Qp. Let b ∈ G(Q̆p) be an element and let µ : Gm → GQ̄p

be a conjugacy class of geometric
cocharacters with reflex field E. Let Ĕ be the compositum of E and Q̆p in Cp.

Theorem 2.77. For every nonarchimedean field extension F of Ĕ contained in Cp the following
hold.
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(1) There is a continuous specialization map

sp : |ShtG,b,µ,G(Zp) ×Div1
E
× SpdF | → |X≤µ

G (b)|.
This map is a specializing and spectral map of locally spectral topological spaces. It is a
quotient map and Gb(Qp)-equivariant.

(2) The specialization map induces a bijection on connected components

sp : π0(ShtG,b,µ,G(Zp) ×Div1
E
SpdF )→ π0(X

≤µ
G (b)).

Proof. By Theorem 2.76 and Proposition 2.61 (Sht≤µG,OF
(b),Sht≤µG,F (b)) is a rich smelted kimberlite

with reduction X≤µ
G (b). This implies by [Gle24, Theorem 4.40] that the specialization map

sp : |ShtG,b,µ,G(Zp) ×Div1
E
SpdF | → |X≤µ

G (b)|,

is a specializing spectral map of locally spectral spaces. Moreover, by [Gle24, Lemma 4.53] it is
a quotient map. Now, Gb(Qp)-equivariance follows from functoriality of the specialization map.
Since Sht≤µG,OF

(b) is rich and topologically normal we can apply [Gle24, Proposition 4.55] to show
that the specialization map induces a bijection on connected components. □

3. Geometric connected components of moduli spaces of shtukas at infinite level.

3.1. Moduli spaces of p-adic shtukas at infinite level.

3.1.1. A conjecture of Rapoport and Viehmann. As we mentioned in the introduction, given (G, b, µ)
a local Shimura datum [RV14, Definition 5.1] with reflex field E, Rapoport and Viehmann conjec-
tured the existence of a tower MK of smooth rigid-analytic spaces over Ĕ indexed by the compact
open subgroups K ⊆ G(Qp) whose cohomology should realize instances of the local Langlands
correspondence [RV14, § 7].

Inspired by the works of de Jong [dJ95b], of Strauch [Str08] and of Chen [Che14], Rapoport
and Viehmann make a general conjecture describing the geometric connected components of MK .
Let Mgeo

K denote MK ×Spa Ĕ SpaCp. Given (G, b, µ) a local Shimura datum, we let (Gab, bab, µab)

denote the local Shimura datum induced by the determinant map det : G → Gab = G/Gder. In
other words, bab = det(b) and µab = det ◦µ. We let Mab,geo

L denote the tower of rigid spaces over
Cp attached to (Gab, bab, µab) and indexed by compact open subgroups of L ⊆ Gab(Qp) [Che13]
[RV14, § 5.2].

Conjecture 3.1 ([RV14, Conjecture 4.30]). Assume that Gder is simply connected. Then there is
a morphism of towers indexed by compact open subgroups K ⊆ G(Qp)

Mgeo
K →Mab,geo

det(K)

compatible with the group action on the towers. Furthermore, whenever (b, µ) is HN-irreducible
then this morphism induces bijections

π0(Mgeo
K ) ≃ π0(Mab,geo

det(K)) ≃ G
ab(Qp)/det(K).

Remark 3.2. Since Gab is a torus, the local Shimura variety Mab
L is a tower of 0-dimensional rigid

spaces over Spa Ĕ. Consequently, Mab,geo
det(K) ≃

∐
Gab(Qp)/ det(K) SpaCp.

The existence of the tower was proven to exist by Scholze and Weinstein [SW13] [SW20, § 24.1]
by letting MK denote the unique smooth rigid-analytic space representing ShtG,b,µ,K as in § 3.1.6
(see [SW20, Definition 24.1.3]). From this perspective, the functoriality of towers with respect to
the morphism det : G→ Gab together with the compatibility with group actions becomes evident.
So the only thing left to prove is that when (G, b, µ) is HN-irreducible Definition 3.7 the following
identity holds

π0(Mgeo
K ) ≃ π0(Mab,geo

det(K)). (3.1)

The purpose of this section is to show that Equation (3.1) holds whenever G is an unrami-
fied group over Qp and (G, b, µ) is HN-irreducible. This shows that Conjecture 3.1 holds in the
unramified case.

The sketch of the proof is as follows. Since by definition (Mgeo
K )♢ = ShtgeoG,b,µ,K , it suffices by

[Sch17, Lemma 15.6] to compute the connected components of the latter. In turn, it is more
convenient to work with the infinite level moduli space of shtukas ShtgeoG,b,µ,∞. Our main result in
this section Theorem 3.19 computes π0(Sht

geo
G,b,µ,∞) as a right G(Qp)×Gb(Qp)×WE-set whenever

G is a unramified group and (G, b, µ) is HN-irreducible. We use Theorem 3.12 as a stepping stone
which is already enough to show Conjecture 3.1 (see Corollary 3.13). The proof of Theorem 3.12 is
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heavily inspired by the arguments in [Che14] except that we avoid the use of de Jong’s fundamental
group and we also crucially use Theorem 2.77 instead of de Jong’s theorem on normality.

For future reference, the first few subsections review the geometry of moduli spaces of p-adic
shtukas at infinite level.

3.1.2. Divisors and G-bundles on the Fargues–Fontaine curve. We start by recalling how to discuss
the Weil group action. For S ∈ Perf we let XFF,S denote the relative Fargues–Fontaine curve over
S [FS21, Definition II.1.15]. Given S ∈ Perf and S♯ an untilt of S we obtain a closed Cartier divisor
S♯ → XFF,S [SW20, Definition 5.3.2], [FS21, Proposition II.1.18]. Given two vector bundles E1
and E2 defined over XFF,S and an untilt S♯ of S, we refer to isomorphisms

α : E1 99K E2
defined over XFF,S \ S♯ and meromorphic along S♯ [SW20, Definition 5.3.5] as modifications. We
let

Div1Qp
: PerfopF̄p

→ Sets

denote the moduli space of degree 1 divisors on the relative Fargues–Fontaine curve [FS21, Defini-
tion II.1.19]. Recall that we have an identity Spd Q̆p = SpdQp× Spd F̄p. Here the projection map
to Spd F̄p is given by the formula

((S♯, i), f) 7→ [f ♭ ◦ i−1 : S → Spd F̄p].

Here, when S♯ = Spa(R♯, R♯,+), f ♭ denotes the unique map f ♭ : (S♯)♭ → Spd F̄p inducing the
following commutative diagram

S♯ Y(R♯,+)♭

(0,∞)

SpaW(F̄p)[ 1p ].

∞

f

W(f♭)

Recall that the ring map ϕ : Q̆p → Q̆p induces an isomorphism Spd(ϕ) : Spd Q̆p → Spd Q̆p which
we denote by φ. One can verify that

φ = IdSpdQp ×FrobSpd F̄p

as automorphisms of SpdQp × Spd F̄p. We let τ = Frob−1

Spd Q̆p
◦φ : Spd Q̆p → Spd Q̆p, then

τ = Frob−1
SpdQp

× IdSpd F̄p

is an automorphism of Spd Q̆p over Spd F̄p. This gives a right action of τZ on Spd Q̆p which we
can make more explicit. It is

Spd Q̆p × τZ → Spd Q̆p
with formula

((S♯, i), f) ⋆ τ s 7→ ((S♯,FrobsS ◦ i), φs ◦ f).
We observe that the projection map πSpd F̄p

: Spd Q̆p → Spd F̄p takes the shape

πSpd F̄p
(((S♯, i), f) ⋆ τ s) = πSpd F̄p

((S♯,FrobsS ◦ i), φs ◦ f) =

(φs ◦ f)♭ ◦ i−1 ◦ Frob−sS = (FrobsSpd F̄p
◦ f ♭) ◦ i−1 ◦ Frob−sS = f ♭ ◦ i−1.

Let deg : WQp
→ Z be the degree map with deg(w) = s if w acts by ϕs on Q̆p. We can endow

SpdCp with a “modified” right action that respects the structure map to Spd F̄p, it is

SpdCp ×WQp → SpdCp
with formula

((S♯, i), f) ⋆ w 7→ ((S♯,Frob
deg(w)
S ◦ i),Spa(w) ◦ f). (3.2)

We note that the modified action agrees with the standard action from Section 1 when we restrict
to the inertia subgroup IE ⊆ WE . Let r : SpaCp → Spa Q̆p be the natural map induced from the
inclusion Q̆p ⊆ Cp. We can compute the projection map πSpd F̄p

: SpdCp → Spd F̄p to be given by
the formula

((S♯, i), f) 7→ [(r ◦ f)♭ ◦ i−1 : S → Spd F̄p].
With this formula we can compute

πSpd F̄p
(((S♯, i), f)⋆w) = πSpd F̄p

((S♯,Frob
deg(w)
S ◦i),Spa(w)◦f) = (r◦Spa(w)◦f)♭◦i−1◦Frob−deg(w)

S =

(φ
deg(w)

Q̆p
◦ r ◦ f)♭ ◦ i−1 ◦ Frob−deg(w)

S = Frob
deg(w)

Spd F̄p
◦ (r ◦ f)♭ ◦ i−1 ◦ Frob− deg(w)

S = (r ◦ f)♭ ◦ i−1.
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This computation shows concretely that the action defined above respects the structure map
SpdCp → Spd F̄p.

We have identifications

Div1Qp
= [Spd Q̆p/τZ] = [SpdCp/WQp

].

This construction is the same as [FS21, § IV.7].
More generally, let E ⊆ Cp be a finite field extension of Qp with absolute Galois group ΓE ⊆ ΓQp

and Weil group WE = ΓE ∩ WQp
. Let Qps ⊆ E denote the maximal unramified extension.

We let Ĕ ⊆ Cp denote the compositum E · Q̆p, the natural map E ⊗Qps
Q̆p → Cp induces an

isomorphism onto Ĕ. We let ϕĔ : Ĕ → Ĕ be the automorphism conjugate to Id⊗ϕs. This induces
an automorphism φĔ : Spd Ĕ → Spd Ĕ, and we have a commutative diagram

Spd Ĕ Spd Ĕ

Spd F̄p Spd F̄p

φĔ

Frobs

We let τĔ = Frob−s
Spd Ĕ

◦φĔ , then τĔ is an automorphism of Spd Ĕ over Spd F̄p. If Div1E : PerfopF̄p
→

Sets denotes the space of degree 1 divisors on the relative Fargues–Fontaine curve attached to E
then

Div1E = [Spd Ĕ/τZ
Ĕ
] = [SpdCp/WE ].

There is a natural map Div1E → Div1Qp
, if we have DE ∈ Div1E(S) we will denote by DQp

its
image in Div1Qp

(S). Note that a degree 1 divisor D ∈ Div1Qp
(S) gives rise to a perfectoid space D♭

that is isomorphic to S, but D is not an untilt of S since the data D ⊆ XFF,S does not specify
an isomorphism between D♭ and S. Similarly, fix DQp

∈ Div1Qp
(S), this is a perfectoid space

over SpaQp. The set of DE ∈ Div1E(S) mapping to DQp
under the map Div1E(S) → Div1Qp

(S)
correspond to the different ways of endowing DQp with the structure of an adic space over SpaE.

3.1.3. The group Gb(Qp). Recall that G denotes a connected reductive group over Qp. Recall
that given b ∈ G(Q̆p) one can define another reductive group Gb (or J in the notation of [Kot97,
§3.3]) over SpecQp that satisfies the following property. If we denote by Vb the isocrystal with
G-structure attached to b, then Gb satisfies

Gb(Qp) = Aut(Vb).

Fargues–Scholze consider a more geometric version of Gb. When V is an isocrystal with G-
structure and S ∈ Perf F̄p

one can construct a G-bundle over XFF,S that we denote EV,S as in
[FS21, § III.2.1]. When V = Vb and if S is clear from the context we simply write Eb for EVb,S .
Following [FS21, § III.5.1], we let G̃b denote the functor

G̃b : Perf
op

F̄p
→ Groups

given by the formula
G̃b(S) = AutXFF,S

(Eb).

There is a v-surjective map of groups G̃b → Gb(Qp), and if G̃Ub denotes the kernel then G̃b = G̃Ub ⋊
Gb(Qp) [FS21, Proposition III.5.1]. The inclusion Gb(Qp) ⊆ G̃b is the subgroup of automorphisms
of Eb that come from an automorphism of Vb [FS21, § III.5.1, Proposition III.4.7]. Whenever b
is basic the identity G̃b = Gb(Qp) holds and when b = 1 we have an identification G1 = G. In
particular, G̃1 = G(Qp) [FS21, § III.4, Proposition III.4.2].

3.1.4. Definition of ShtgeoG,b,µ,∞. We fix (G, b, µ) a p-adic shtuka datum over Qp [RV14, Definition
5.1], [SW20, Definition 23.1.1]. That is, G is a connected reductive group over Qp, b is an element
of the Kottwitz set B(G) [Kot97], and µ is a conjugacy class of geometric cocharacters µ ∈ {Gm →
GQ̄p
}/ ∼. From now on E/Qp will denote the reflex field of µ i.e. the smallest Galois extension of

Qp for which ΓE preserves the conjugacy class µ.
Let S = SpaC with C an algebraically closed field. Let DE ∈ Div1E(S) and let α : E1 99K E2

be a modification of G-bundles defined over XFF,S \ DQp . In what follows we will explain what
it means for α to be bounded by µ. The completion of XFF,S along DQp

gives rise to a discrete
valuation ring B+

DQp
with fraction field BDQp

and residue field CD [SW20, Definition 12.4.3] [FS21,
§ VI.1]. The ring B+

DQp
is non-canonically isomorphic to CD[[ξ]], and the choice of an untilt of C♯
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of C projecting to DQp induces an isomorphism B+
DQp
≃ B+

dR(C
♯) where the latter is the de-Rham

period ring of Fontaine (see [SW20, Definition 12.4.3]).
By Beauville-Laszlo glueing [SW20, Lemma 5.2.9], the modification α gives rise to a well-defined

element of

αD ∈ G(B+
DQp

)\G(BDQp
)/G(B+

DQp
) = G(CD[[ξ]])\G(CD((ξ)))/G(CD[[ξ]]).

After fixing a choice T ⊆ B ⊆ GCD
of T a maximal torus and B a Borel, it follows from the Cartan

decomposition that
X+

∗ (T ) ≃ G(CD[[ξ]])\G(CD((ξ)))/G(CD[[ξ]])
where X+

∗ (T ) is the set of dominant cocharacters. Since we started with data DE ∈ Div1E(S),
CD comes equipped with E-structure. Since CD is algebraically closed we can find an E-linear
embedding ι : Q̄p → CD. The conjugacy class ι(µ) ∈ {Gm → GCD

}/ ∼ gives rise to a unique
element µ0 ∈ X+

∗ (T ) belonging to this conjugacy class. Moreover, since E is the reflex field of µ
the formation of µ0 does not depend on ι. We say that α is bounded by µ if αD ≤ µ0 in the Bruhat
order [SW20, Definition 19.2.]. More generally, if S ∈ Perf, DE ∈ Div1E(S) and α : E1 99K E2
is modification, then we say that α is bounded by µ if for every geometric point of s̄ → S the
induced modification αs̄ : E1,s̄ 99K E2,s̄ is bounded by µ. Our main object of study in this section
is ShtgeoG,b,µ,∞ which is defined as follows (see [SW20, § 23.2]).

Definition 3.3. We consider the moduli space of p-adic shtukas at infinite level of type (G, b, µ),
as a functor

ShtG,b,µ,∞ : PerfopF̄p
→ Sets,

that is given by the formula
ShtG,b,µ,∞(S) = {(DE , α)}

where DE ∈ Div1E(S) and α is a modification of G-bundles

α : E1 99K Eb
over XFF,S \DQp

meromorphic along DQp
that is bounded by µ. We let

ShtgeoG,b,µ,∞ := ShtG,b,µ,∞ ×Div1
E
SpdCp.

3.1.5. Definining the three actions. Let us make the right action of G(Qp) × Gb(Qp) × WE on
ShtgeoG,b,µ,∞ explicit. An S-point of ShtgeoG,b,µ,∞ is given by data (((S♯, i), f), α) with ((S♯, i), f) an
untilt over SpaCp and α : E1 99K Eb a modification over XFF,S \ S♯ meromorphic along S♯ and
bounded by µ. There is an evident left action map

G̃b(S)× ShtgeoG,b,µ,∞(S)→ ShtgeoG,b,µ,∞(S)

with formula
gb ⋆ ((S

♯, i), f), α) 7→ ((S♯, i), f), gb ◦ α)
which we can restrict along the inclusion Gb(Qp)(S) ⊆ G̃b(S) and turn it into a right action with
formula

((S♯, i), f), α) ⋆ gb 7→ ((S♯, i), f), g−1
b ◦ α).

There is an evident right action map

ShtgeoG,b,µ,∞(S)×G(Qp)(S)→ ShtgeoG,b,µ,∞(S)

with formula
((S♯, i), f), α) ⋆ g1 7→ ((S♯, i), f), α ◦ g1).

Finally, the right action
ShtgeoG,b,µ,∞(S)×WE(S)→ ShtgeoG,b,µ,∞(S)

is the one obtained from Equation (3.2).
From the explicit formula, we see that the actions of G(Qp), G̃b(S) and WE commute so we can

gather them to define an action of G(Qp)×Gb(Qp)×WE on ShtgeoG,b,µ,∞. Since G(Qp)×Gb(Qp)×WE

is a locally profinite group we have an identification of topological spaces

|ShtgeoG,b,µ,∞ ×G(Qp)×Gb(Qp)×WE | ≃ |ShtgeoG,b,µ,∞| ×G(Qp)×Gb(Qp)×WE

and the action map

|ShtgeoG,b,µ,∞| ×G(Qp)×Gb(Qp)×WE → |ShtgeoG,b,µ,∞|

is continuous since the association of a topological space to a small v-sheaf is functorial [Sch17,
Proposition 12.7].
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Remark 3.4. One can see from the definition of ShtgeoG,b,µ,∞, and the definition of the right group
action by G(Qp) × Gb(Qp) ×WE that this construction is functorial in the triple (G, b, µ). More
precisely, let f : G→ H be a map of reductive groups, let bH = f(b), let µH = f ◦µ and let F ⊆ E
denote the reflex field of µH . We have canonical group maps

G(Qp)×Gb(Qp)×WE → H(Qp)×HbH (Qp)×WF .

In this way, pre-composition endows ShtgeoH,bH ,µH ,∞ with a right action by G(Qp)×Gb(Qp)×WE .
Moreover, the canonical map

ShtgeoG,b,µ,∞ → ShtgeoH,bH ,µH ,∞

obtained by sending a G-torsor to its associated H-torsor is equivariant for the G(Qp)×Gb(Qp)×
WE-action that we just defined.

3.1.6. Moduli spaces of p-adic shtukas at finite level. For future reference we record here the relation
between Sht≤µG,OĔ

(b) (defined and studied in Section 2) and ShtgeoG,b,µ,∞ Definition 3.3. We also set
some notation.

For any compact open subgroup K ⊆ G(Qp) we let

ShtG,b,µ,K := ShtG,b,µ,∞/K and ShtgeoG,b,µ,K := ShtgeoG,b,µ,∞/K.

This notation is justified by [SW20, Definition 23.1.1, Proposition 23.3.1]. For field extensions
Ĕ ⊆ F ⊆ Cp we let

ShtFG,b,µ,K = ShtG,b,µ,K ×Div1
E
SpdF.

We will use the following limit formulas (see [SW20, § 23.3])

ShtgeoG,b,µ,∞ = lim←−
Ĕ⊆F⊆Cp

ShtFG,b,µ,∞ and ShtFG,b,µ,∞ = lim←−
K⊆G(Qp)

ShtFG,b,µ,∞.

Recall that throughout the text G denotes a parahoric model of G. When K = G(Zp) we will
crucially use the following identities which can be deduced from [SW20, Proposition 23.3.1]

ShtG,b,µ,G(Zp) ×Div1
E
Spd Ĕ = Sht≤µG,OĔ

(b)×SpdOĔ
Spd Ĕ

and
ShtFG,b,µ,G(Zp) = Sht≤µG,OĔ

(b)×SpdOĔ
SpdF.

3.1.7. The period morphism. Recall the Grothendieck–Messing period map [SW20, §23.3]

πGM : ShtG,b,µ,∞ → Gr≤µ
G,Div1

E

defined over Div1E . Here we use Beauville–Laszlo glueing to identify Gr≤µ
G,Div1

E
with the moduli

space classifying tuples
S 7→ {(DE , E , α)}/≃

where DE ∈ Div1E(S), E is a G-bundle on the relative Fargues–Fontaine curve XFF,S and

α : E 99K Eb
is a modification. For (DE , α) ∈ ShtG,b,µ,∞(S) as in Definition 3.3 the formula for πGM(DE , α) is

πGM(DE , α) = (DE , E1, α).

Its image is an open subset Gr≤µ,b−adm
G,Div1

E
⊆ Gr≤µ

G,Div1
E

[SW20, Theorem 22.6.2] and the map

πGM : ShtG,b,µ,∞ → Gr≤µ,b−adm
G,Div1

E
(3.3)

is a G(Qp)-torsor [SW20, § 23.2, Theorem 22.5.2] for the pro-étale topology. For a given tuple
(DE , E , α) ∈ Gr≤µ,b−adm

G,Div1
E

(S) one can describe the fiber π−1
GM(S) as the moduli space of isomorphisms

τ : E1
≃−→ E .

Remark 3.5. Recall that any pro-étale G(Qp)-torsor over SpdCp is trivial. Indeed, by [Sch17,
Lemma 10.13] the torsor is representable by a perfectoid space and since SpdCp is strictly totally
disconnected, by [Sch17, Corollary 7.22] SpdCp splits every pro-étale cover. In particular, if
Ĕ ⊆ F ⊆ Cp is a p-complete field extension every G(Qp)-torsor for the v-topology over SpdF comes
via descent datum for the quasi-pro-étale cover SpdCp → SpdF . Standard arguments relating
Galois theory to the theory of descent will show that the groupoid of G(Qp)-torsors over SpdF is
equivalent to the groupoid of continuous group homomorphisms ρ : ΓF → G(Qp). Furthermore,
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given a continuous group map ρ : ΓF → G(Qp) with associated G(Qp)-torsor Fρ we have a G(Qp)-
equivariant identification |Fρ| ≃ G(Qp)/ρ(ΓF ). In particular, for any x ∈ |Fρ| the stabilizer of x
in G(Qp), Gx ⊆ G(Qp), is conjugate to the image of ρ.

Recall the category of crystalline Galois representations [Fon82, § 5.1].

Proposition 3.6. Fix a field extension [F : Ĕ] < ∞ and a crystalline representation with G-
structure ρ : ΓF → G(Qp). Let Dcris(ρ) = (Dρ,Φρ,Fil

•
F,ρ) denote the filtered isocrystal with

G-structure associated to ρ. Assume that the isocrystal with G-structure (Dρ,Φρ) is isomorphic
to (Vb,Φb), and that the filtration type of FilF,ρ is µ. Then there exists a map fρ : SpdF →
Gr≤µ,b−adm

G,Div1
E

such that
πGM : ShtG,b,µ,∞ ×Gr

≤µ,b−adm

G,Div1
E

SpdF → SpdF

is isomorphic to the G(Qp)-torsor corresponding to ρ under the equivalence of Remark 3.5.

Proof. This boils down to [FF18, Proposition 10.5.3, 10.5.6, Lemme 10.5.4], let us elaborate. The
reference attaches to any filtered isocrystal (D,Φ,Fil•F ) a modification of vector bundles over
XFF,C♭

p
along ∞,

E(D,Φ,Fil•F ) 99K E(D,Φ).
The vector bundle E(D,Φ,Fil•F ) comes equipped with ΓF -action. Moreover, as [FF18, Proposition
10.5.6] explains, whenever (D,Φ,Fil•F ) is a weakly admissible filtered isocrystal the vector bundle
E(D,Φ,Fil•F ) is semi-stable of slope 0 and the rule

(D,Φ,Fil•F ) 7→ H0(XFF,C♭
p
, E(D,Φ,Fil•F ))

together with its ΓF -action agrees with Fontaine’s functor Vcris. Finally, as [FF18, Lemme 10.5.4]
explains, the type of the modification agrees with the type of the filtration Fil•F . Passage to objects
with G-structure is formal since the relevant construction are ⊗-exact.

Starting with ρ : ΓF → G(Qp), we consider (Dρ,Φρ,Fil
•
F,ρ) := Dcris(ρ) as a filtered isocrystal

with G-structure. After fixing an isomorphism (Dρ,Φρ) ≃ (Vb,Φb) of isocrystals with G-structure,
we may transfer the weakly admissible filtration Fil•F,ρ on Dρ⊗Q̆p

F to a weakly admissible filtration
Fil•F,ρ,b on Vb ⊗Q̆p

F . By the above, we get a modification

E(Vb,Φb,Fil•F,ρ,b) 99K Eb,
of G-bundles over XFF,Cp

where E(Vb,Φb,Fil•F,ρ,b) is isomorphic to the trivial G-torsor over XFF,C♭
p
.

This is precisely a SpdCp-point of Gr≤µ,b−adm
G,Div1

E
. The ΓF -action on E(Vb,Φb,Fil•F,ρ,b) descends this

to a SpdF -point. The G(Qp)-torsor over SpdF is the moduli space of trivializations of the form

τ : E1
≃−→ E(Vb,Φb,Fil•F,ρ,b).

Since H0(XFF,C♭
p
, E(D,Φ,Fil•F,ρ,b)) ≃ Vcris ◦Dcris(ρ) ≃ ρ the G(Qp)-torsor over SpdF is isomorphic

to the one associated to ρ. □

3.2. Geometric connected components in the Gder = Gsc case. Recall that a connected
reductive group over Qp is said to be an unramified group if it is quasi-split and it splits over
an unramified extension of Qp. Equivalently, G is unramified if and only if G admits a reductive
integral model over Zp [Pra20, Proposition 4.2, 4.3].

For the rest of this section, we let our fixed group G be an unramified group over SpecQp. We
fix data T ⊆ B ⊆ G with B ⊆ G a Borel subgroup and T ⊆ B a maximally split maximal torus
defined over Qp. We let A ⊆ T denote the maximal split subtorus.

3.2.1. The set B(G,µ) and HN-irreducibility. Recall that RepG denotes the Tannakian category
of algebraic representations of G on finite Qp vector spaces. Recall that the category of isocrystals
IsocF̄p

is a semi-simple Tannakian category and that one can naturally endow it with a Q-grading
given by the slope decomposition [Kot97, § 2.1, 3.2], [SR72, §3.3, Théorème 3.3.2]. Consequently,
any isocrystal with G-structure

Vb : RepG → IsocF̄p

gives rise to a slope morphism
νb : D→ GQ̄p

where D denotes the pro-torus with character group Q. We let νdomb denote the unique dominant
cocharacter factoring through T and conjugate to νb. Then νdomb is defined over Qp and factors
through A ⊆ T (see [Shi09, § 4] [Kot84, (1.1.3.1)]. This construction defines a map

νdom(−) : B(G)→ X+
∗ (A)Q



GEOMETRIC COMPONENTS OF MODULI OF p-ADIC SHTUKAS. 41

b 7→ νdomb

which is usually referred to as the Newton map.
Recall Borovoi’s algebraic fundamental group π1(G) [Bor89] [RR96, § 1.13] which can be defined

as the quotient of X∗(T ) by the co-root lattice. This group comes equipped with ΓQp
action and

Kottwitz constructs a map
κG : B(G)→ π1(G)ΓQp

that is usually referred to as the Kottwitz map [Kot85] [RR96, Theorem 1.15].
An important result of Kottwitz [Kot97, § 4.13] states that the map of sets

(νdom(−) , κG) : B(G)→ X+
∗ (A)Q × π1(G)ΓQp

is injective. Now, if we are given a conjugacy class of cocharacters µ ∈ {Gm → G}/ ∼, its reflex
field E is necessarily an unramified extension of Qp since we are assuming that G splits over
an unramified extension. There is a unique dominant cocharacter µ0 ∈ X+

∗ (T ) conjugate to µ.
Moreover, since B and T are defined over Qp, ΓQp acts on X+

∗ (T ) and we can construct an element

µ̄ ∈ X+
∗ (A)Q = X+

∗ (T )
ΓQp

Q

by averaging over the Galois orbit Gal(E/Qp) · µ0. More precisely,

µ̄ =
1

[E : Qp]
∑

γ∈Gal(E/Qp)

µγ0 .

We can now recall Kottwitz’ definition of the set B(G,µ) ⊆ B(G) for unramified groups G [Kot97,
§ 6].

Definition 3.7. Fix notation A ⊆ T ⊆ B ⊆ G as above.
(1) The set B(G,µ) consists of those conjugacy classes b ∈ B(G) for which κG(b) = µ in

π1(G)ΓQp
and for which µ̄ − νdomb ∈ X+

∗ (A)Q is a non-negative Q-linear combination of
positive co-roots.

(2) We say that b ∈ B(G,µ) is Hodge–Newton irreducible with respect to µ if all the coefficients
µ̄− νdomb ∈ X+

∗ (A)Q as Q-linear combination of simple coroots are strictly positive.
(3) We say that the p-adic shtuka datum (G, b, µ) is HN-irreducible if b ∈ B(G,µ) and b is

HN-irreducible with respect to µ. If the group G is clear from the context we also say that
the pair (b, µ) is HN-irreducible when the triple (G, b, µ) is HN-irreducible.

3.2.2. The G(Qp) action in the Gder = Gsc case. Recall that G is an unramified reductive group
over Qp. From now we required that G is a hyperspecial parahoric model of G over Zp i.e. G is
a smooth affine group over Zp whose generic fiber is G and whose special fiber is also connected
reductive. We fix a p-adic shtuka datum (G, b, µ) and assume that it is HN-irreducible as in
Definition 3.7. We let Gder, Gsc and Gab denote respectively the derived subgroup of G, the
simply connected cover of Gder and the maximal abelian quotient of G. All of these algebraic
groups also have hyperspecial parahoric models that we denote by Gder, Gsc and Gab. We let

det : G → Gab and det : G→ Gab

denote the natural quotient maps. Following [Che13] we call them determinant maps.
Let (Gab, bab, µab) denote the shtuka datum with bab = det(b), µab = det ◦µ. By functoriality,

Remark 3.4, we obtain morphism of spaces

det : ShtgeoG,b,µ,∞ → Shtgeo
Gab,bab,µab,∞ and det : Sht≤µG,OĔ

(b)→ Shtµ
ab

Gab,OĔ
(bab).

Until further notice, we assume that the derived subgroup of G is simply connected i.e. that
Gder = Gsc. We will need the following input from the study of connected components of affine
Deligne–Lusztig varieties [CKV15], [HZ20], [Nie18] for unramified groups.

Proposition 3.8. Suppose that Gder = Gsc and that (b, µ) is HN-irreducible. Then the natural
map

det : π0(X
≤µ
G (b))→ π0(X

µab

Gab (b
ab))

is bijective.

Proof. One can verify that a pair (b, µ) is HN-irreducible if and only if for every Qp-simple factor
Gi of Gad with projection map πi : G → Gi the pair (bi, µi) := (πi(b), πi ◦ µ) is HN-irreducible.
Indeed, the coefficient of µdom − νdomb associated to a positive root can be computed on the Qp-
simple factors of the adjoint quotient (see proof of [CKV15, Corollary 4.1.16]). Moreover, it also
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follows directly from the definitions that the formation of affine Deligne–Lusztig varieties open
products of groups i.e. if G = G1 × G2, b = (b1, b2) and µ = (µ1, µ2) then,

X≤µ
G (b) ≃ X≤µ1

G1
(b1)×X≤µ2

G2
(b2).

From [CKV15, Corollary 2.4.3] and with the notation ωGi
used as in loc. cit. we get a commutative

diagram with Cartesian squares

π0(X
≤µ
G (b)) π0(X

≤µad

Gad (bad)) π0(X
≤µ1

G1
(b1))× · · · × π0(X≤µn

G1
(bn))

cb,µπ1(G)
ΓQp cbad,µadπ1(G

ad)ΓQp cb1,µ1
π1(G1)

ΓQp × · · · × cbn,µn
π1(Gn)

ΓQp .

wG

≃

ω
Gad wGi

≃

The vertical right hand map is a bijection by [CKV15, Theorem 1.1], [HZ20, Theorem 8.1], [Nie18,
Theorem 1.1] which implies the vertical left hand map is also a bijection. The result follows from
showing that in the commutative diagram below the bottom horizontal arrow and the vertical right
hand arrow are both bijective.

π0(X
≤µ
G (b)) π0(X

µab

Gab (b
ab))

cb,µπ1(G)
ΓQp cbab,µab

π1(G
ab)ΓQp

wG w
Gab

Since Gder is simply connected we have a ΓQp
-equivariant identification π1(G) → π1(G

ab) so the
bottom map is easily seen to be a bijection. Moreover, the adjoint quotient of Gab is {e} and
[CKV15, Corollary 2.4.3] says that

wGab : π0(X
µab

Gab (b
ab))→ cbab,µab

π1(G
ab)ΓQp

is an isomorphism in this case. □

Remark 3.9. SinceXµab

Gab (b
ab) ⊆ FℓGab,W is 0-dimensional and a disjoint union of copies of Spec F̄p,

we can reformulate Proposition 3.8 as saying that the map X≤µ
G (b)→ Xµab

Gab (b
ab) has geometrically

connected fibers.

Lemma 3.10. The space Shtgeo
Gab,bab,µab,∞ is a trivial Gab(Qp)-torsor over SpdCp.

Proof. We clam that when G is abelian (a torus) the structure map produces an identification
[SW20, § 25.1]

Gr≤µ,b−adm
G,Div1

E
≃ Div1E .

Indeed, the map f : Gr≤µ
G,Div1

E
→ Div1E is proper and one can verify from the definitions and the

Cartan decomposition that it is bijective on geometric points. By [Sch17, Lemma 12.5], f is an
isomorphism (see also [SW20, Proposition 21.3.1]).

Moreover, Gr≤µ,b−adm
G,Div1

E
⊆ Gr≤µ

G,Div1
E

is a non-empty open subset. Since |Gr≤µ
G,Div1

E
| ≃ |Div1E | is

precisely one point, we must also have Gr≤µ,b−adm
G,Div1

E
= Gr≤µ

G,Div1
E
.

Now, πGM makes ShtgeoG,b,µ,∞ into a G(Qp)-torsor over Gr≤µ,b−adm
G,Div1

E
×Div1

E
SpdCp = SpdCp. It

suffices to show that every G(Qp)-torsor is trivial over SpdCp. But any pro-étale cover of SpdCp
splits [Sch17, Corollary 7.22]. □

We set some notation. Let K = G(Zp), let Kder = Gder(Zp) and let Kab = G(Zp). An application
of Lang’s theorem shows that Kab = det(K). For any m ∈ Shtgeo

Gab,bab,µab,∞(SpdCp) we let Xm

denote the geometric fiber defined by the following Cartesian diagram

Xm SpdCp

ShtgeoG,b,µ,∞ Shtgeo
Gab,bab,µab,∞.

m

Lemma 3.11. Let (G, b, µ) and Xm be as above. Then the following statements hold.
(1) G(Qp) acts transitively on π0(Sht

geo
G,b,µ,∞).

(2) Kder acts transitively on π0(Xm) for all m ∈ Shtgeo
Gab,bab,µab,∞(SpdCp).
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Proof. Let us show the first claim. Observe that since ShtgeoG,b,µ,∞ → ShtgeoG,b,µ,K is a K-torsor,
the group K acts transitively on the fibers of f : π0(Sht

geo
G,b,µ,∞) → π0(Sht

geo
G,b,µ,K). Let x∞ ∈

π0(Sht
geo
G,b,µ,∞) and let xK ∈ π0(ShtgeoG,b,µ,K). It suffices to find g ∈ G(Qp) such that f(x∞ ⋆g) = xK.

By functoriality of the specialization map, Proposition 2.30, we have the following commutative
diagram

π0(Sht
geo
G,b,µ,∞) π0(Sht

geo
Gab,bab,µab,∞)

π0(Sht
geo
G,b,µ,K) π0(Sht

geo
Gab,bab,µab,Kab)

π0(X
≤µ
G (b)) π0(X

µab

Gab (b
ab).

det

f fab

det

π0(sp) π0(sp)

(3.4)

By Theorem 2.77 and Proposition 3.8 all the maps in the lower square are bijective, so by using
Remark 3.4 it suffices to find g ∈ G(Qp) with

fab(det(x∞)) ⋆ det(g) = det ◦f(x∞ ⋆ g) = det(xK).

Recall that Gab(Qp) acts transitively on π0(Sht
geo
Gab,bab,µab,∞) by Lemma 3.10. To find g as above

it suffices to show that the map G(Qp) → Gab(Qp) is surjective. But this follows from Kneser’s
theorem [Kne65, Satz 1].

Let us show the second statement, take x∞, y∞ ∈ π0(Xm) and denote by xK and yK their images
in π0(Sht

geo
G,b,µ,K). By hypothesis det(x∞) = det(y∞) = m, so it follows from the bijectivity of the

lower square in diagram 3.4 that xK = yK. In particular, there is g ∈ K with x∞ ⋆ g = y∞. But
then det(x∞) = det(x∞) ⋆ det(g). By Lemma 3.10, the action of Gab(Qp) is simple. This implies
that g ∈ Gder(Qp) ∩ K = Kder as we wanted to show. □

Theorem 3.12. Suppose that G is an unramified group over Qp, that Gder = Gsc and that (G, b, µ)
is HN-irreducible. Then the determinant map

det : ShtG,b,µ,∞ → ShtGab,bab,µab,∞

has connected geometric fibers.

Proof. By Lemma 3.10, ShtGab,bab,µab,∞ ×Div1

E(µab)
SpdCp is isomorphic to Gab(Qp) × SpdCp.

Consequently, we may prove instead that the determinant map induces a bijection

π0(det) : π0(Sht
geo
G,b,µ,∞)→ π0(Sht

geo
Gab,bab,µab,∞).

Let x ∈ π0(Sht
geo
G,b,µ,∞). Given F a finite extension of Ĕ we let xF denote the image of x on

π0(Sht
F
G,b,µ,∞).

Recall Chen’s result on generic crystalline representations for HN-irreducible datum (G, b, µ)
[Che14, Théorème 5.0.6]. A consequence of this theorem is the existence of a finite field extension
[K : Ĕ] < ∞ and a crystalline representation with G-structure ξb,µ : ΓK → G(Qp) whose image
contains an open subset of Gder(Qp). Fix such a representation and let f := fξ(b,µ)

denote one of
the maps associated to ξb,µ under Proposition 3.6 of the form

f : SpdK → Gr≤µ,b−adm
G,Div1

E
.

Let
Sf := ShtG,b,µ,∞ ×Gr

≤µ,b−adm

G,Div1
E

SpdK

denote the fiber π−1
GM(f). Let s ∈ π0(Sf ) be an element mapping to xK . In summary, we have

taken a commutative diagram of sets,

∗ π0(Sht
geo
G,b,µ,∞)

π0(Sf ) π0(Sht
K
G,b,µ,∞).

x

s xK

f

We let Gder
x (respectively Gder

xK
and Gder

s ) denote the stabilizer of x (respectively of xK and of s)
in Gder(Qp) of its action on π0(Sht

geo
G,b,µ,∞) (respectively π0(ShtKG,b,µ,∞) and π0(Sf )). By Gder(Qp)-

equivariance, we have inclusions Gder
x , Gder

s ⊆ Gder
xK

. Moreover, by Remark 3.5, Gder
s is conjugate
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to ξb,µ(ΓK)∩Gder(Qp) and by Chen’s theorem [Che14, Théorème 5.0.6] Gder
s is an open subgroup

of Gder(Qp). This also implies that Gder
xK

is an open subgroup of Gder(Qp).
By Lemma 3.11.(2), Gder

x · Kder = Gder(Qp) which implies that Gder
xK
· Kder = Gder(Qp) as well.

In particular, the projection map Kder → Gder(Qp)/Gder
xK

is surjective. Since Gder(Qp)/Gder
xK

has
the discrete topology and Kder is compact, we get that Gder

xK
is closed and of finite index within

Gder(Qp). In particular, it is closed and of finite covolume. We may apply Margulis’s theorem
[Mar91, Chapter II, Theorem 5.1] to conclude that Gder

xK
= Gder(Qp). Indeed, we just verified

Gder
xK

is closed and of finite covolume, and since Gder is quasi-split (even unramified) all of the
simple factors of Gder are isotropic. Moreover, since Gder = Gsc all of the simple factors are simply
connected.

Since the argument doesn’t depend on the choice of x the action of Gder(Qp) on π0(ShtKG,b,µ,∞)
is trivial. Now, SpdCp = lim←−Ĕ⊆K⊆Cp

SpdK and we may use [Sch17, Lemma 11.22] to compute
the action map

|ShtgeoG,b,µ,∞| ×G
der(Qp)→ |ShtgeoG,b,µ,∞|

as the limit of the action maps

lim←−
Ĕ⊆K⊆Cp

|ShtKG,b,µ,∞| ×Gder(Qp)→ |ShtKG,b,µ,∞|.

Since in the transition maps |ShtK1

G,b,µ,∞| → |Sht
K2

G,b,µ,∞| every connected component on the source
surjects onto a connected component on the target, we get that

π0(Sht
geo
G,b,µ,∞) = lim←−

Ĕ⊆K⊆Cp

π0(Sht
K
G,b,µ,∞).

This proves that Gder(Qp) acts trivially on π0(Sht
geo
G,b,µ,∞). Consequently, the G(Qp)-action on

π0(Sht
geo
G,b,µ,∞) factors through Gab(Qp). Since the action is transitive by Lemma 3.11, π0(det)

must be bijective. □

Corollary 3.13. Conjecture 3.1 holds whenever G is unramified.

Proof. It suffices to show the formula π0(Mgeo
K ) ≃ π0(Mab,geo

det(K)) ≃ Gab(Qp)/ det(K) since repre-
sentability and compatibility with group actions was already settled in [SW20]. When G = Gder

it follows from Theorem 3.12 that π0(Sht
geo
G,b,µ,∞) ≃ π0(Sht

geo
Gab,bab,µab,∞) as Gab(Qp)-torsors. We

also have that

π0(Sht
geo
G,b,µ,K) = π0(Sht

geo
G,b,µ,∞/K) ≃ π0(ShtgeoG,b,µ,∞)/K ≃ π0(ShtgeoG,b,µ,∞)/ det (K)

and

π0(Sht
geo
Gab,bab,µab,det(K)

) = π0(Sht
geo
Gab,bab,µab,∞/det(K)) ≃ π0(ShtgeoGab,bab,µab,∞)/det(K).

This gives
π0(Mab,geo

det(K)) ≃ π0(Sht
geo
Gab,bab,µab,det(K)

) ≃ π0(ShtgeoG,b,µ,K) ≃ π0(Mgeo
K )

as we wanted to show. □

3.2.3. The Gb(Qp)×WE-action in the Gder = Gsc case. On this subsection we keep the notation of
the previous one. Namely, G is an unramified reductive group over Qp, (G, b, µ) is HN-irreducible,
and Gder = Gsc. We know from Theorem 3.12 that the action of Gab(Qp) on π0(Sht

geo
G,b,µ,∞) is

simple and transitive. In particular, for any element j ∈ Gb(Qp) (respectively γ ∈ WE) and an
element x ∈ π0(ShtgeoG,b,µ,∞) there is a unique element gj ∈ Gab(Qp) (respectively gγ ∈ Gab(Qp))
such that

x ⋆Gb
j = x ⋆ gj (respectively x ⋆WE

γ = x ⋆ gγ).
The rules j 7→ gj and γ 7→ gγ define group homomorphisms

ρGb
: Gb(Qp)→ Gab(Qp) and ρWE

:WE → Gab(Qp)

that do not depend of the choice of x. The purpose of this subsection is to make ρGb
and ρWE

as
explicit as possible. The basic principle that allows us to compute ρGb

and ρWE
is that the rule

(G, b, µ) 7→ π0(Sht
geo
G,b,µ,∞)

is functorial Remark 3.4.
We first study ρGb

. Functoriality gives a map Gb(Qp) → Gab
bab(Qp). Moreover, if we regard

Gab(Qp) and Gab
bab(Qp) as the subgroups of elements of g ∈ Gab(Q̆p) with the property g−11ϕ(g) =
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1 and g−1bϕ(g) = b, then commutativity of Gab readily implies Gab
bab(Qp) = Gab(Qp). Overall, this

gives rise to a map
detb : Gb(Qp)→ Gab(Qp).

Proposition 3.14. With the notation as above, for all j ∈ Gb(Qp) we have that ρGb
(j) =

(detb(j))
−1.

Proof. Functoriality and Theorem 3.12 reduces us to show that for all g ∈ Gab(Qp) and x ∈
π0(Sht

geo
Gab,bab,µab,∞) the following identity holds

x ⋆Gab g = x ⋆Gab

bab
g−1.

In turn, by our definition of the right action of Gab
bab (§ 3.1.5) this is the same as showing

g ⋆Gab

bab
x = x ⋆Gab g

for the natural left action. Since Gab is abelian any modification α : E1 99K Eb induces an
isomorphism

Gab(Qp) = Aut(E1)→ Aut(Ebab) = Gab
bab(Qp) with g 7→ α ◦ g ◦ α−1

and this isomorphism does not depend on the choice of α. For such an α, if follows immediately
that

x ⋆Gab g = [α ◦ g ◦ α−1] ⋆Aut(E
bab

) x

By considering, E1 and Eb as trivial φ-modules withGab-structure over YC♭
p

(0,∞) one can show that the
identification between Aut(E1) and Aut(Eb) produced by any α as above agrees with the standard

one (as subgroups of Gab(Q̆p) ⊆ Gab(B
C♭

p

(0,∞))). □

We now compute ρWE
. We learned the following line of reasoning from [RZ96, Lemma 1.22],

which in turn is an elaboration of an argument in [Kot92, § 12]. Let E ⊆ Q̄p denote a finite
field extension of Qp which is a subfield of Q̄p. Let {ToriQp

} denote the category of tori defined
over Qp. Recall the functor X∗(−) : {ToriQp

} → Sets given by the set of group homomorphisms
Gm → TQp

. Consider the subfunctor XE
∗ (−) ⊆ X∗(−) given by the subset of maps that are

already defined over E. This functor is co-representable by ResE/Qp
Gm and comes equipped with

a universal cocharacter µuniv ∈ XE
∗ (ResE/Qp

Gm). In other words, given a torus T ∈ {ToriQp} and
µ0 ∈ XE

∗ (T ) there is a unique map NmE
µ0

: ResE/Qp
Gm → T of algebraic groups over Qp such

that Nmµ0
◦ µuniv = µ0 in X∗(T ). Representability of XE

∗ (−) can be obtained by recalling that
the functor X∗(−) defines an equivalence between the category {ToriQp

} and the category of free
finite rank abelian groups endowed with ΓQp -action. The functor XE

∗ (−) corresponds to taking
ΓE-fixed points of X∗(−) which is co-represented by

IndΓE

ΓQp
Z ≃ X∗(ResE/Qp

Gm).

The universal cocharacter is obtained from the unit of the adjunction

Z→ Res
ΓQp

ΓE
Ind

ΓQp

ΓE
Z ≃ Z[ΓQp

/ΓE ].

It can be expressed on Q̄p-points as follows

µuniv : Q̄×
p → (Q̄p ⊗Qp E)× ≃ (

∏
ι:E→Q̄p

Q̄p)×.

with µuniv(e) = (e, 1, . . . , 1) where the first entry denotes the identity embedding E ⊆ Q̄p coming
from the fact that we took E to be a subfield of Q̄p and the other entries correspond to the various
embeddings ι after ordering them. We call the maps of tori obtained in this way norm maps in
analogy with the classical norm map form Galois theory

NmE
Qp

: E× → Q×
p

with formula
e 7→

∏
ι:E→Q̄p

ι(e),

which can be regarded as the Qp-points of

NmE
IdGm

: ResE/Qp
Gm → Gm.

Suppose now that µ ∈ {Gm → GQ̄p
}/ ∼ is a conjugacy class of cocharacters with field of

definition E. Since the group Gab is abelian, the conjugacy class µab ∈ {Gm → Gab
Q̄p
}/ ∼ defines
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a unique element µab ∈ X∗(G
ab). Moreover, µab ∈ XE

∗ (Gab) ⊆ X∗(G
ab), and gives rise to a norm

map
NmE

µ : ResE/Qp
Gm → Gab.

Recall the reciprocity character from local class field theory

ArtE :WE → E×.

More precisely, denote by Eab the maximal abelian extension of E. Let recE : E× → Gal(Eab/E)
the local reciprocity map (norm residue symbol) of local class field theory. This map induces an
isomorphism onto the image of the natural map WE → Gal(Eab/E), and ArtE is the unique map
making the following diagram commute.

WE

E× Gal(Eab/E)

ArtE

recE

Proposition 3.15. With the notation as above for all γ ∈WE we have that ρWE
(γ) = [NmE

µ ◦ArtE(γ)].

Proof. Remark 3.4 and Theorem 3.12 reduces us to show the statement in the case G = Gab.
Since the map µ : Gm → Gab is defined over E it factors as µ = NmE

µ ◦µuniv. By functoriality,
we can reduce to the case G = ResE/Qp

Gm and µ = µuniv. In this case, we should show that
ρWE

= ArtE . The same argument as in [PR24, Proposition 3.1.4] proves this case. The argument
loc. cit. identifies

Shtgeo(ResE/Qp Gm,µuniv,buniv,∞)

with the limit of a Rapoport–Zink tower of EL-type using [SW20, Corollary 24.3.5] and uses [Che13]
to describe the action explicitly.

Alternatively, we can argue as follows. Recall that since G = ResE/Qp
Gm is a torus, B(G,µuniv)

is a singleton since it is determined by the image of µuniv in π1(G)Γ = X∗(G)Γ [Kot97, § 7.6, (7.6.2)].
Representatives b ∈ G(Q̆p) = Ĕ× of the element of B(G,µuniv) correspond to uniformizers in Ĕ.
Moreover, the groupoid of G-bundles over XFF,S is equivalent to the groupoid of line bundles over
XFF,E,S the relative Fargues–Fontaine curve with respect to E (instead of Qp) [FS21, Definition
II.1.15]. Let us pick a uniformizer π ∈ E, this gives rise to a line bundle Oπ(1). We have a
commutative diagram

Sht(ResE/Qp Gm,µuniv,bπ,∞) Grµuniv

G,Div1
E

BC(OE,π(1)) \ {0} Div1E

≃ ≃

m

and an identification BC(OE(1)) \ {0}/E× ≃ Div1E as in [FS21, Corollary 2.4]. It is proven in
[FS21, § II.2.1] that the E×-torsor above is the one associated to rational Tate module of GLT the
Lubin–Tate formal group of E. This is the unique 1-dimensional formal OE-group over OĔ for
which the two OE actions on the Lie algebra coincide. The relation of local class field theory with
Lubin–Tate theory shows that ρWE

= ArtE [LT65]. □

3.3. The general case.

3.3.1. z-extensions. In this section we assume that G is an unramified reductive group over Qp
and that (G, b, µ) is HN-irreducible, but we no longer assume that Gder = Gsc. We study this case
using Theorem 3.12, Proposition 3.14, Proposition 3.15 and z-extensions techniques. Recall the
following definition used extensively by Kottwitz [Kot82, § 1].

Definition 3.16. Let f : G′ → G a map of connected reductive groups, let Z = Ker f . We say
that f is a z-extension if the following hold.

(1) f is surjective and Z is central in G′.
(2) Z is isomorphic to a product of tori of the form ResFi/Qp

Gm for some finite extensions
Fi ⊆ Q̄p.

(3) G′ has simply connected derived subgroup.

By [Kot82, Lemma 1.1] whenever G is an unramified group over Qp that splits over Qps , there
exists a z-extension G′ → G with Z isomorphic to a product of tori of the form ResQps/Qp

Gm.
In particular, G′ chosen in this way is unramified as well. Recall from [Kot97, § 6.5] that for any
reductive group G and cocharacter µ the natural morphism B(G) → B(Gad) induces a bijection
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B(G,µ) ≃ B(Gad, µad). From here one can deduce the following statement which we will use later
on.

Lemma 3.17. Fix A ⊆ T ⊆ B ⊆ G as in Section 3.2.1. Assume that Qps is a splitting field for
G. Let µ0 ∈ X+

∗ (T ), b ∈ B(G,µ), and fix f : G′ → G a z-extension with Z = Ker(f) isomorphic
to

∏n
i=1 ResQps/Qp

Gm. Let T ′ = f−1(T ) denote the maximal torus of G′ projecting onto T . Then
the following hold.

(1) For any choice of µ′ ∈ X∗(T
′)+ lifting µ there is a unique lift b′ ∈ B(G′) lifting b with

b′ ∈ B(G′, µ′).
(2) For b′ and µ′ as in the previous claim (b, µ) is HN-irreducible if and only if (b′, µ′) is

HN-irreducible.
(3) If E is the field of definition of µ with Qp ⊆ E ⊆ Qps then there is a lift µ′ ∈ X∗(T

′)+

with field of definition E.

Proof. The first claim follows directly from the identifications B(G,µ) = B(Gad, µad) = B(G′, µ′).
The second claim follows from the first claim, from the fact that Z := Ker(f) is central and
from the fact that HN-irreducibility can be checked on the adjoint quotient (see proof of [CKV15,
Corollary 4.1.16]). For the third claim consider the exact sequence of ΓQp

-modules:

e→ X∗(Z)→ X∗(T
′)→ X∗(T )→ e

One can use Shapiro’s lemma to prove X∗(T
′)ΓE → X∗(T )

ΓE is surjective [Ser02, § 2.3, §2.5
Proposition 10]. Indeed,

H1(ΓE , X∗(ResQps/Qp
Gm)) ≃ H1(ΓE ,Z[ΓQp/ΓQps

])) (3.5)

≃ H1(ΓE ,Z[ΓE/ΓQps
])[E:Qp] (3.6)

≃ H1(ΓQps
,Z)[E:Qp] (3.7)

≃ Homcont(ΓQps
,Z)[E:Qp] (3.8)

≃ 0 (3.9)

□

3.3.2. Extended norm and determinant maps. It is well-known that the image of the natural map
Gsc(Qp) → G(Qp), which we denote ImGsc(Qp) ⊆ G(Qp), agrees with the commutator subgroup
of G(Qp) (see Remark 3.18).

Remark 3.18. For the convenience of the reader, we recall how this works. For a reductive
group G, we let G(Qp)0 ⊆ G(Qp) denote the subgroup generated by Qp-points contained in the
unipotent radical of the Qp-rational parabolic subgroups of G. If f : Gsc → G is the natural map
then f(Gsc(Qp)0) = G(Qp)0. It suffices to show that Gsc(Qp)0 = Gsc(Qp) and that G(Qp)0 is the
commutator subgroup of G(Qp). The first statement follows from the affirmative resolution of the
Kneser–Tits problem for non-archimedean fields (see [PR85, § 2]). By [Tit64, Main Theorem] the
commutator group of G(Qp) contains G(Qp)0 and by [Tit64, § 1.4] this group is the commutator
subgroup.

We let
G(Qp)◦ := G(Qp)/ ImGsc(Qp)

and denote by
det◦ : G(Qp)→ G(Qp)◦

the natural quotient map. Whenever Gsc = Gder we have that G(Qp)◦ = Gab(Qp) and the map
det◦ : G(Qp)→ Gab(Qp) is simply the evaluation on Qp-points of the algebraic map det : G→ Gab

discussed above. Nevertheless, when Gsc ̸= Gder the map det◦ does not come directly from a map
of algebraic groups. We now explain a different perspective on det◦. Let f : G′ → G be a z-
extension such that Z = Ker(f) is a product of tori of the form ResF/Qp

Gm with F unramified
over Qp. By construction, (G′)der = Gsc. This allows us to construct the following commutative
diagram of topological groups.

e Gsc(Qp) G′(Qp) (G′)ab(Qp) e

e Im(Gsc(Qp)) G(Qp) G(Qp)◦ e

det

det◦
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Using Hilbert’s 90 theorem and Shapiro’s lemma one can show that H1
ét(SpecQp, Z) is trivial. As

a consequence, the maps G′(Qp)→ G(Qp) and (G′)ab(Qp)→ G(Qp)◦ are surjective.
To construct extended versions det◦b of detb we use z-extensions, so let us fix for the remainder

of this subsection f : G′ → G and Z as above. We define

det◦b : Gb(Qp)→ G(Qp)◦

as follows. We have a short exact sequence of the form

e→ Z(Q̆p)→ G′(Q̆p)→ G(Q̆p)→ e.

By abuse of notation, we let b ∈ G(Q̆p) denote a representative of b ∈ B(G), we let b′ ∈ G′(Q̆p)
denote a lift of b. By definition, G′

b′(R) = {g ∈ G′(R ⊗Qp Q̆p) | g−1b′ϕ(g) = b′} and analogously
for Gb. Note that different lifts b′ of b induce the same group G′

b′ since they differ by an element
of the center of G′. This induces a sequence of algebraic groups

e→ Z → G′
b′ → Gb → e.

In turn, this induces a sequence

e→ Z(Qp)→ G′
b′(Qp)→ Gb(Qp)→ e

which is again exact since H1
ét(SpecQp, Z) is trivial. We can consider the following commutative

diagram

Z(Qp) G′(Qp) G(Qp)

G′
b′(Qp) (G′)ab(Qp) G(Qp)◦

Gb(Qp)

det det◦

detb′

∃! det◦b

Since the image of Z(Qp) in G(Qp)◦ is trivial, the surjectivity of the map G′
b′(Qp) → Gb(Qp)

induces a unique map

det◦b : Gb(Qp)→ G(Qp)◦.

Finally, by [Kot82, Lemma 1.1.(3)], for every pair of z-extensions G′
1 → G and G′

2 → G we can
find a third z-extension G′

3 and a commutative diagram

G′
3 G′

1

G′
2 G.

p1

p2

It follows that the definition of det◦b does not depend on the z-extension G′ → G chosen above.
The extended versions of norm maps are easier to define. Fix the notation as in Definition 3.7.

Suppose we are given µ ∈ {Gm → G}/ ∼ with field of definition E and let µ0 ∈ X+
∗ (T ) the unique

dominant representative. Since both B and T are defined over Qp, it follows that µ0 is itself defined
over E. From our considerations in Section 3.2.3 we obtain a commutative diagram of maps of
algebraic groups

ResE/Qp
Gm T G

Gab,

NmE
µ

NmE
µ0

from which we can obtain a map of topological groups

NmE,◦
µ : E× → T (Qp)→ G(Qp)→ G(Qp)◦.

Since the group G(Qp)◦ is abelian this does not depend on the choice of rational Borel and torus
T ⊆ B ⊆ G fixed.
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3.3.3. The second main theorem. On this section G is an unramified reductive group over Qp and
(G, b, µ) is HN-irreducible, but we no longer assume that Gder = Gsc. We let G(Qp)◦, det◦b , NmE,◦

µ

and ArtE be as above (§ 3.3.2, 3.2.3). The following is our second main theorem.

Theorem 3.19. Let (G, b, µ) be a p-adic shtuka datum such that G an unramified reductive group
over Qp and such that the pair (b, µ) is HN-irreducible. Let E denote the reflex field of µ. Then
the following hold.

(1) The right G(Qp) action on π0(Sht
geo
G,b,µ,∞) is trivial on Im(Gsc(Qp)) and the corresponding

G(Qp)◦-action is simply-transitive.
(2) If s ∈ π0(ShtgeoG,b,µ,∞) and j ∈ Gb(Qp) then

s ⋆Gb
j = s ⋆G(Qp)◦ det◦b(j

−1)

(3) If s ∈ π0(ShtgeoG,b,µ,∞) and γ ∈WE then

s ⋆WE
γ = s ⋆G(Qp)◦ [NmE,◦

µ ◦ArtE(γ)].

Proof. Let f : G′ → G be a z-extension as in Lemma 3.17. Let Z denote the kernel of f . By
Lemma 3.17, we may find a HN-irreducible triple (G′, b′, µ′) with µ = f ◦ µ′, f(b′) = b and such
that µ′ has the same reflex field as µ. We claim that

ShtgeoG,b,µ,∞ = ShtgeoG′,b′,µ′,∞

G′(Qp)

× G(Qp).

Indeed, this is the content of [PR24, Proposition 3.1.1, 3.1.2]. Fix an element x′ ∈ π0(ShtgeoG′,b′,µ′,∞)

with image x ∈ π0(ShtgeoG,b,µ,∞). It follows from Theorem 3.12 that

π0(Sht
geo
G,b,µ,∞) ≃ π0(ShtgeoG′,b′,µ′,∞

G′(Qp)

× G(Qp)) ≃ (G′)ab(Qp)
G′(Qp)

× G(Qp)

as right G(Qp)-sets. We can further write this as

(G′)ab(Qp)
G′(Qp)

× G(Qp) ≃ e
(G′)der(Qp)

× G(Qp) ≃ e
Gsc(Qp)

× G(Qp) ≃ G(Qp)◦

This finishes the proof of the first statement.
Given j ∈ Gb(Qp) we may find a lift to an element j′ ∈ G′

b(Qp) § 3.3.2. Then by Proposition 3.14
and functoriality Remark 3.4

x ⋆Gb
j = f(x′ ⋆G′

b
j′) = f(x′ ⋆(G′)ab detb′(j

′−1))).

Now, the element detb′(j
′−1) ∈ (G′)ab(Qp)

G′(Qp)

× G(Qp) is precisely det◦b(j
−1) under the natural

identification (G′)ab(Qp)
G′(Qp)

× G(Qp) ≃ G(Qp)◦. This finishes the proof of the second statement.
Similarly, given γ ∈WE it follows from Proposition 3.15 and functoriality

x ⋆WE
γ = f(x′ ⋆WE

γ) = f(x′ ⋆(G′)ab NmE
µ′ ◦ArtE(γ)).

So it suffices to show that the image of NmE
µ′ ◦ArtE(γ) ∈ (G′)ab(Qp) maps to NmE,◦

µ ◦ArtE(γ) in
G(Qp)◦. Choose T ⊆ B ⊆ G and let T ′ = f−1(T ). Consider the following diagram

ShtgeoG′,b′,µ′,∞ Shtgeo
((G′)ab,b′ab,µ′ab,∞)

Shtgeo(T ′,b′
T ′ ,µ

′
T ′ ,∞)

ShtgeoG′,b′,µ′,∞ Shtgeo(T,bT ,µT ,∞).

Here we have taken the dominant representatives µT and µ′
T of µ and µ′ in XE

∗ (T ) and XE
∗ (T ′)

respectively. After passing to connected components and fixing elements x′ ∈ π0(ShtgeoG′,b′,µ′,∞) and
t′ ∈ π0(Shtgeo(T ′,b′

T ′ ,µ
′
T ′ ,∞)) with a common image in π0(Sht

geo
((G′)ab,b′ab,µ′ab,∞)

) the diagram becomes

(G′)ab(Qp) (G′)ab(Qp) T ′(Qp)

G(Qp)◦ T (Qp).

≃
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We see that NmE
µ′ ◦ArtE(γ) is the image of NmE

µ′
T ′
◦ArtE(γ) under T ′(Qp) → (G′)ab(Qp). But

the map T ′(Qp) → G(Qp)◦ factors through T (Qp). The image of NmE
µ′
T ′
◦ArtE(γ) in T (Qp) is

NmE
µT
◦ArtE(γ) and the image of this element in G(Qp)◦ is by definition NmE,◦

µ ◦ArtE(γ) as we
wanted to show. □

Remark 3.20. A formulation of Theorem 3.19 appears in the work of Chen as [Che14, Théorème
7.0.2]. Chen works directly with Rapoport–Zink spaces as rigid-analytic spaces and at the time
the theory of diamonds had not been developed. In particular, it was not completely established
how to consider spaces at infinite level. Nevertheless, it still made sense to take the colimit of
the top degree cohomology groups with compact support, which by Poincaré duality captures the
behavior of connected components. In rough terms, the result of Chen is related to Theorem 3.19 by
appealing to [SW20, Corollary 24.3.5] and by passing from connected components to cohomology.

Remark 3.21. Theorem 3.19 is optimal for unramified groups in the following sense. One can
prove that the action of G(Qp) on π0(Sht

geo
G,b,µ,∞) only factors through G(Qp)◦ when (b, µ) is HN-

irreducible. Moreover, we expect that combining the methods of [GI16] and [Han21] with the
methods in the present article one can express the general formula for the G(Qp)×Gb(Qp)×WE

action on π0(Sht
geo
G,b,µ,∞) in terms of parabolic induction of π0(Sht

geo
M,bM ,µM ,∞) for HN-irreducible

data (M, bM , µM ) associated to Levi subgroups M ⊆ G appearing in the Hodge-Newton decom-
position of (b, µ).

Remark 3.22. During the revision process of this article the author, in a joint work with Lim and
Xu [GLX23], found a method to generalize Theorem 3.12 to groups G that are no longer assumed
to be unramified. On that collaboration, we build on the methods developed on this article to
show the general case. As a corollary, we showed almost all cases of Conjecture 3.1 excluding only
cases where the group has anisotropic semi-simple factors.
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